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S1 S2 S3 S4 S5

Stonebraker MIT Berkeley MIT MIT MS

Dewitt MSR MSR UWisc UWisc UWisc

Bernstein MSR MSR MSR MSR MSR

Carey UCI AT&T BEA BEA BEA

Halevy Google Google UW UW UW

http://www.lunadong.com/talks/depenDetection.pptx
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Data Fusion: Source Dependence and Accuracy
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Data Fusion Example
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Accuracy S1 S2 S3 S4 S5

Round 1 .52 .42 .53 .53 .53
Round 2 .63 .46 .55 .55 .55
Round 3 .71 .52 .53 .53 .37
Round 4 .79 .57 .48 .48 .31

… … … … … …
Round 11 .97 .61 .40 .40 .21

Value
Confidence

Carey Halevy
UCI AT&T BEA Google UW

Round 1 1.61 1.61 2.0 2.1 2.0
Round 2 1.68 1.3 2.12 2.74 2.12
Round 3 2.12 1.47 2.24 3.59 2.24
Round 4 2.51 1.68 2.14 4.01 2.14

… … … … … …
Round 11 4.73 2.08 1.47 6.67 1.47

http://www.lunadong.com/talks/depenDetection.pptx
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Goal of Dataset Search: Accurate (A) vs. Timely (B)
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Goods: Organizing Google's Datasets
• Tool for Google to help its employees find internal data 
• Keep data where it is, how it is, but extract metadata to aid search 
• Challenges: 
- Dataset size and scale: >26 billion datasets 
- Variety: formats (text, csv, Bigtable), storage (GoogleFS, db server) 
- Churn: ~5% of datasets deleted each day 
- Metadata uncertainty: protocol buffers, primary key identification 
- Computing importance: need to understand users 
- Recovering semantics: understanding the data aids metadata extraction
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Figure 1: Overview of Google Dataset Search (Goods). The figure shows the Goods dataset catalog that collects metadata about datasets from various
storage systems as well as other sources. We also infer metadata by processing additional sources such as logs and information about dataset owners
and their projects, by analyzing content of the datasets, and by collecting input from the Goods users. We use the information in the catalog to build
tools for search, monitoring, and visualizing flow of data.

Based on the information in its catalog, Goods provides a dash-

board for the NLU team (in this case, dataset producers), which
displays all their datasets and enables browsing them by facets (e.g.,
owner, data center, schema). Even if the team’s datasets are in di-
verse storage systems, the engineers get a unified view of all their
datasets and dependencies among them. Goods can monitor fea-
tures of the dataset, such as its size, distribution of values in its
contents, or its availability, and then alert the owners if the features
change unexpectedly.

Another important piece of information that Goods provides is
the dataset provenance: namely, the information about which datasets
were used to create a given dataset (upstream datasets), and those
that rely on it (downstream datasets). Note that both the upstream
and downstream datasets may be created by other teams. When an
engineer in the NLU team observes a problem with a dataset, she
can examine the provenance visualization to determine whether a
change in some upstream dataset had caused the problem. Simi-
larly, if the team is about to make a significant change to its pipeline
or has discovered a bug in an existing dataset that other teams have
consumed already, they can quickly notify those a↵ected by the
problem.

From the perspective of dataset consumers, such as those not
part of the NLU team in our example, Goods provides a search en-

gine over all the datasets in the company, plus facets for narrowing
search results, to find the most up-to-date or potentially important
datasets. Goods presents a profile page for every dataset, which
helps users unfamiliar with the data to understand its schema and
to create boilerplate code to access and query the data. The profile
page also contains the information on datasets with content simi-

lar to the content of the current dataset. The similarity informa-
tion may enable novel combinations of datasets: for example, if
two datasets share a primary key column, then they may provide
complementary information and are therefore a good candidate for
joining.

Goods allows users to expand the catalog with crowd-sourced
metadata. For instance, dataset owners can annotate datasets with
descriptions, in order to help users figure out which datasets are
appropriate for their use (e.g., which analysis techniques are used
in certain datasets and which pitfalls to watch out for). Dataset au-
ditors can tag datasets that contain sensitive information and alert
dataset owners or prompt a review to ensure that the data is han-
dled appropriately. In this manner, Goods and its catalog become a
hub through which users can share and exchange information about
the generated datasets. Goods also exposes an API through which
teams can contribute metadata to the catalog both for the teams own
restricted use as well as to help other teams and users understand
their datasets easily.

As we discuss in the rest of the paper, we addressed many chal-
lenges in designing and building Goods, arising from the sheer
number of datasets (tens of billions in our case), the high churn in
terms of updates, the sizes of individual datasets (gigabytes or ter-
abytes in many cases), the many di↵erent data formats and stores
they reside in, and the varying quality and importance of informa-
tion collected about each dataset. Many of the challenges that we
addressed in Goods were precipitated by the scale and characteris-
tics of the data lake at Google. However, we believe that our expe-
rience and the lessons that we learned will apply to similar systems
in other enterprises.

Goods: Organizing Google's Datasets
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Figure 1: An overview of the Dataset Search components. Google crawler collects the metadata from the Web; Dataset Search
backend normalizes and reconciles the metadata; we then index the reconciled metadata and rank results for user queries.

triples [28]. We then look for the triples that use our vocabular-
ies of interest, Schema.org and DCAT. Speci�cally, we collect all
the triples for all the pages that have elements of speci�c types:
http://schema.org/Dataset, http://schema.org/DataCatalog,
and http://www.w3.org/ns/dcat#Dataset.

For a set of triples from each page, we traverse the graph to
collect all the properties and related objects for each dataset in a
protocol bu�er [32], a nested-relational record corresponding to
each metadata entry. A dataset record can point to other records
such as organizations that provided a dataset or a record describing
the distribution of a dataset. A single Web page can have multiple
dataset records on it.

The speci�cation of the graph traversal captures the mapping
from Schema.org and DCAT vocabularies to the corresponding
elements in the protocol-bu�er de�nition (e.g., example �elds in
Figure 2). The schema of the protocol bu�er for the metadata largely
corresponds to http://schema.org/Dataset and therefore the
transformation of metadata at this stage is rather small.

To improve scalability, we use the graph query independently
on the triples from each individual page rather than try to extract
information from a graph that includes all metadata triples on
the Web. Because the links across di�erent pages must specify
objects on another page directly through a URL (e.g., a provider
of this dataset on page A is described on page B), we can do this
reconciliation post-hoc. So, essentially, each page corresponds to its
own, possibly disconnected graph. At the same time, doing graph
traversal only for a single page is dramatically more scalable.

The information that we extract through graph traversal consti-
tutes the rawmetadata, metadata that closely mimics the structure
of Schema.org properties on the original page.

In the next few steps, we describe how we create reconciled
metadata for each dataset, accounting for the di�erent levels of
quality and variety of the modeling patterns used.

5.2 Normalizing and cleaning the metadata
As we mentioned in Section 4.1, we must assume that we will en-
counter every possible misuse andmis-interpretation of Schema.org
properties when we operate at the scale of the whole Web. Thus,
we perform a number of operations to normalize and clean up the
metadata.

First, for the properties where we observe di�erent patterns on
the Web, we analyze the common patterns used and try to account
for all of them. For instance Figure 2 shows the di�erent patterns
that we observed for de�ning downloads and distribution. In the
�gure, the �rst example of raw metadata de�nes the format of the
dataset (CSV) at the level of the dataset itself and stores the down-
load URL as the value of the http://schema.org/distribution
property. Other examples in the �gure deal with these two pieces
of information di�erently. All these patterns are commonly used in
our corpus. We mine these patterns by traversing either the initial
graph or the resulting protocol bu�er. Once we identify the patterns,
we write adapters to convert all of them into the same modeling
pattern in the reconciled metadata record. The right-hand side of
Figure 2 shows this reconciled result.

Similarly, we have developed adapters for other metadata �elds:
We understand a lot more representations of dates than the ISO
standard required by the Schema.org speci�cation (Section 4.1. We
will pick up digital object identi�ers (DOIs) for a dataset from a
variety of �elds, and not just http://schema.org/identifier.
We will use a uniform �eld, provider, for the many di�erent �elds
that dataset providers used to identify this property. As we collect
more metadata, our set of such adapters grows. Our decisions in
these steps are guided by two factors: (1) the frequent usage patterns
that we observed in the data; and (2) our understanding of what we
expect the users to see in Dataset Search results.
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Google Dataset Search Overview
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Requirements
• System must be open so new providers can add their own datasets 
• Search is over metadata (a provider may require users to pay/create 

account) 
• Metadata must be published by the data publishers themselves, adhering to 

a standard
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Challenges
• Metadata Quality: providers don't adhere to the specs 
• Metadata Duplication in Search Results: search results vs. profile pages 
• Dataset Replication and Provenance: identify replicas across providers 
• Churn and Stale Sites:  
- 3% deleted, 7-10% added per day 
- standard web crawlers check high-traffic sites more often 

• Ranking/Relevance: data citation might help 
• Multiple Dataset-Metadata Standards: schema.org vs DCAT

11
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Assignment 3
• Due Today 
• Same Info Wanted data 
• Data wrangling with 
- Trifacta Wrangler 
- pandas 

• For place, date extraction: 2 regexs, 
don't try to standardize anything, 
CS680 need to extract place details, 
date is EC

12D. Koop, CSCI 680/490, Spring 2021

http://faculty.cs.niu.edu/~dakoop/cs680-2021sp/assignment3.html
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Big Data, Little Data, or No Data? 

C. L. Borgman

D. Koop, CSCI 680/490, Spring 2021

https://escholarship.org/uc/item/5tc1z9n9


What is data and why share it?
• "Data are representations of observations, objects, or other entities used as 

evidence of phenomena for the purposes of research or scholarship."  
                                                                                               [C. L. Borgman] 

• Data can be digital but can also be physical (e.g. sculptures) 
• Semantics are important (e.g. temperature to engineer and biologist) 
• Grey Data: surveys, student records—think about privacy 
• Sharing Data 
- Required/encouraged by universities, funding agencies, publishers 
- "Publications are arguments made by authors, and data are the evidence 

used to support the arguments." [C. L. Borgman]

16D. Koop, CSCI 680/490, Spring 2021



Data attribution and citation
• Publications are counted, authorship is negotiated 
• For data: 
- Often compound 
- Ownership is rarely clear 
- Attribution? 
- What about derived data? 

• Bibliometrics and Altmetrics

17D. Koop, CSCI 680/490, Spring 2021



Data Identity
• Identifiers: DOIs, URIs 
• Naming and namespaces: ORCID, KEGG Identifier 
• Description: Metadata, Self-describing

18D. Koop, CSCI 680/490, Spring 2021



Data Persistence
• How long should this data be kept? 
- Perishable 
- Long-lived 
- Permanent 

• Who is responsible for keeping the data? 
- Scientists/investigators? 
- Publishers? 
- Librarians? 

• Privacy should be considered from the beginning

19D. Koop, CSCI 680/490, Spring 2021



The DCC Curation
Lifecycle Model 

Description and
Representation Information

Preservation Planning

Community Watch and
Participation

Curate and Preserve

Conceptualise

Create or Receive

Appraise and Select

Ingest

Preservation Action

Store

Access, Use and Reuse

Transform

Assign administrative, descriptive, technical, structural and preservation metadata, using appropriate standards, to ensure adequate description and control over the long-term. Collect and assign representation information required to understand
and render both the digital material and the associated metadata.

Plan for preservation throughout the curation lifecycle of digital material. This would include plans for management and administration of all curation lifecycle actions.

Maintain a watch on appropriate community activities, and participate in the development of shared standards, tools and suitable software.

Be aware of, and undertake management and administrative actions planned to promote curation and preservation throughout the curation lifecycle. 

Conceive and plan the creation of data, including capture method and storage options.

Create data including administrative, descriptive, structural and technical metadata. Preservation metadata may also be added at the time of creation. 
Receive data, in accordance with documented collecting policies, from data creators, other archives, repositories or data centres, and if required assign appropriate metadata. 

Evaluate data and select for long-term curation and preservation. Adhere to documented guidance, policies or legal requirements.

Transfer data to an archive, repository, data centre or other custodian. Adhere to documented guidance, policies or legal requirements.

Undertake actions to ensure long-term preservation and retention of the authoritative nature of data. Preservation actions should ensure that data remains authentic, reliable and usable while maintaining its integrity. Actions include data cleaning, 
validation, assigning preservation metadata, assigning representation information and ensuring acceptable data structures or file formats.

Store the data in a secure manner adhering to relevant standards.

Ensure that data is accessible to both designated users and reusers, on a day-to-day basis. This may be in the form of publicly available published information.  Robust access controls and authentication procedures may be applicable.

Create new data from the original, for example 
- By migration into a different format.
- By creating a subset, by selection or query, to create newly derived results, perhaps for publication.

www.dcc.ac.uk
info@dcc.ac.uk

The Curation Lifecycle
The DCC Curation Lifecycle Model provides a graphical high level overview of the stages required for successful curation and preservation of data from initial conceptualisation or receipt. The model can be used to plan activities within an organisation or consortium to
ensure that all necessary stages are undertaken, each in the correct sequence. The model enables granular functionality to be mapped against it; to define roles and responsibilities, and build a framework of standards and technologies to implement. It can help with
the process of identifying additional steps which may be required, or actions which are not required by certain situations or disciplines, and ensuring that processes and policies are adequately documented.

Data, any information in binary digital form, is at the centre of the Curation Lifecycle. This includes:

- Simple Digital Objects are discrete digital items; such as textual files, images or sound files, along with their related identifiers and metadata. 
- Complex Digital Objects are discrete digital objects, made by combining a number of other digital objects, such as websites.

Structured collections of records or data stored in a computer system.

Full Lifecycle Actions

Sequential Actions

Data (Digital Objects or Databases)

Occasional Actions
Dispose

Reappraise

Migrate

Dispose of data, which has not been selected for long-term curation and preservation in accordance with documented policies, guidance or legal requirements. Typically data may be transferred to another archive, repository, data centre or 
other custodian. In some instances data is destroyed. The data’s nature may, for legal reasons, necessitate secure destruction.

Return data which fails validation procedures for further appraisal and reselection.

Migrate data to a different format. This may be done to accord with the storage environment or to ensure the data’s immunity from hardware or software obsolescence. 

Digital Objects

Databases

Data Curation Lifecycle
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Data (Digital Objects or Databases)
• Data, any information in binary digital form, is at the centre of the Curation 

Lifecycle. This includes:  
- Digital Objects 

• Simple Digital Objects are discrete digital items; such as textual files, 
images or sound files, along with their related identifiers and metadata. 

• Complex Digital Objects are discrete digital objects, made by combining a 
number of other digital objects, such as websites.  

- Databases: Structured collections of records or data stored in a computer 
system.
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Full Lifecycle Actions
• Description and Representation Information: Assign metadata, using 

appropriate standards, to ensure adequate description and control 
• Preservation Planning: Plan for preservation throughout the curation lifecycle 

of digital material 
• Community Watch and Participation: Watch standards, tools, software. 
• Curate and Preserve: Promote curation and preservation throughout the 

curation lifecycle

22
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Sequential Actions
• Conceptualize: Plan creation of data—capture method and storage options.  
• Create or Receive: Create/receive data and make sure metadata exists 
• Appraise and Select: Evaluate data and select for long-term curation and 

preservation 
• Ingest: Transfer data to an archive, repository, data centre or other custodian 
• Preservation Action: Data cleaning, validation (ensure that data remains 

authentic, reliable and usable)
• Store: Store the data in a secure manner adhering to relevant standards 

Access, Use and Reuse: Make sure is accessible to users and reusers 
• Transform: Create new data from the original (migrate formats, subsets, etc.)
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Occasional Actions
• Dispose: Transfer to another archive or perhaps destroy data 
• Reappraise: Return data which fails validation procedures for further 

appraisal and reelection 
• Migrate: Migrate data to a different format—ensure the data’s immunity from 

hardware or software obsolescence

24
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The FAIR Guiding Principles for Scientific Data 
Management and Stewardship

M. D. Wilkinson et al.

D. Koop, CSCI 680/490, Spring 2021

https://www.nature.com/articles/sdata201618.pdf
https://www.nature.com/articles/sdata201618.pdf


Who and Why?
• Who: People from academia, industry, funding agencies, & scholarly publishers  
• Why? 
- Data management leads to knowledge discovery, innovation, and reuse 
- Existing digital ecosystem prevents maximum benefit 
- Need to specify what "good" data management/curation/stewardship is 
- Enhance the ability of machines to automatically find and use the data 
- Principles should also apply to tools

26
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FAIR Principles
• Findable: Metadata and data should be easy to find for both humans and 

computers 
• Accessible: Users need to know how data can be accessed, possibly 

including authentication and authorization 
• Interoperable: Can be integrated with other data, and can interoperate with 

applications or workflows for analysis, storage, and processing 
• Reusable: Optimize the reuse of data. Metadata and data should be well-

described so they can be replicated and/or combined in different settings

27
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To be Findable
• F1. (Meta)data are assigned a globally unique and persistent identifier 
• F2. Data are described with rich metadata (defined by R1) 
• F3. Metadata clearly and explicitly include the identifier of the data it 

describes 
• F4. (Meta)data are registered or indexed in a searchable resource 
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DataCite Workflow
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1. Take a dataset 2. Describe it
Title

Authors

Year

Description

And others…

3. Assign a DOI

10.1234/exampledata

4. Reuse and reference!

Unique Persistent

5. Enjoy the benefits

Findability

Reusability

Track 
citations

Measure 
impact

http://www.datacite.org


Digital Object Identifier
• Name: Proxy + Prefix + Suffix 

• Metadata: description of the object 
• URL: resolves to a digital location, which contains object’s details
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DataCite Metadata
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Mandatory Properties Details
Identifier with mandatory type sub‐property
Creator with optional name identifier and affiliation sub-properties
Title with optional type sub‐properties
Publisher
PublicationYear
ResourceType with mandatory general type description sub-property

Recommended Properties Details
Subject with scheme sub‐property
Contributor with type, name identifier, and affiliation sub‐properties
Date with type sub‐property
RelatedIdentifier with type and relation type sub‐properties
Description with type sub‐property
GeoLocation with point, box, and polygon sub‐properties

Optional Properties
Language
AlternateIdentifier
Size
Format
Version
Rights
FundingReference

http://www.datacite.org


To be Accessible
• A1. (Meta)data are retrievable by their identifier using a standardized 

communications protocol  
- A1.1. The protocol is open, free, and universally implementable 
- A1.2. The protocol allows for an authentication and authorization 

procedure, where necessary 
• A2. Metadata are accessible, even when the data are no longer available 
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How data accessibility might work within publications
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To be Interoperable
• I1. (Meta)data use a formal, accessible, shared, and broadly applicable 

language for knowledge representation. 
• I2. (Meta)data use vocabularies that follow FAIR principles 
• I3. (Meta)data include qualified references to other (meta)data
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Standard vocabularies

35

[fairsharing.org]
D. Koop, CSCI 680/490, Spring 2021

http://fairsharing.org


To be Reusable
• R1. (Meta)data are richly described with a plurality of accurate and relevant 

attributes 
- R1.1. (Meta)data are released with a clear and accessible data usage 

license 
- R1.2. (Meta)data are associated with detailed provenance 
- R1.3. (Meta)data meet domain-relevant community standards
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Licensing
• Citation of a dataset is expected as a scholarly norm, not by law 
• CC0:  
- "I hereby waive all copyright and related or neighboring rights together with 

all associated claims and causes of action with respect to this work to the 
extent possible under the law" 

• CC BY: license, not a waiver as CC0 
- "You must give appropriate credit, provide a link to the license, and indicate 

if changes were made." 
• Data Use Agreements (DUA):  Used when data are restricted due to 

proprietary or privacy concerns.

37

[M. Crosas]
D. Koop, CSCI 680/490, Spring 2021
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Make Data Count
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