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Assignment 5
• Available soon 
• Work with time series and spatial data 
• Shorter assignment 
• Due at the end of the semester
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Graph Data
• Each vertex or edge may have properties associated with it 
• May include identifiers or classes
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[neo4j]

Person

name = 'Tom Hanks'
born = 1956

Movie

title = 'Forrest Gump'
released = 1994

ACTED_IN
roles = ['Forrest']

Person

name = 'Robert Zemeckis'
born = 1951

DIRECTED

https://neo4j.com/docs/developer-manual/current/introduction/graphdb-concepts/
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Time Series Data
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Exploring	NASA	MODIS	data

5

Measure	vegetation	density

Measure	snow	melt

Track	phytoplankton	populations

Track	hurricanes Introduction

Today: Spatial Data

5

[L. Battle, 2017]

https://courses.cs.washington.edu/courses/cse512/18sp/lectures/CSE512-Interaction.pdf
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$JJUHJDWLRQ�RI�WLPH�VHULHV�GDWD��D�VSHFLDO�XVH�FDVH�RI�groupby��LV�UHIHUUHG
WR� DV� UHVDPSOLQJ� LQ� WKLV� ERRN� DQG�ZLOO� UHFHLYH� VHSDUDWH� WUHDWPHQW� LQ
&KDSWHU����

GroupBy Mechanics
+DGOH\�:LFNKDP��DQ�DXWKRU�RI�PDQ\�SRSXODU�SDFNDJHV�IRU�WKH�5�SURJUDPPLQJ�ODQ�
JXDJH��FRLQHG�WKH�WHUP�VSOLW�DSSO\�FRPELQH�IRU�WDONLQJ�DERXW�JURXS�RSHUDWLRQV��DQG�,
WKLQN�WKDW¦V�D�JRRG�GHVFULSWLRQ�RI�WKH�SURFHVV��,Q�WKH�ILUVW�VWDJH�RI�WKH�SURFHVV��GDWD
FRQWDLQHG�LQ�D�SDQGDV�REMHFW��ZKHWKHU�D�6HULHV��'DWD)UDPH��RU�RWKHUZLVH��LV�VSOLW�LQWR
JURXSV�EDVHG�RQ�RQH�RU�PRUH�NH\V�WKDW�\RX�SURYLGH��7KH�VSOLWWLQJ�LV�SHUIRUPHG�RQ�D
SDUWLFXODU�D[LV�RI�DQ�REMHFW��)RU�H[DPSOH��D�'DWD)UDPH�FDQ�EH�JURXSHG�RQ�LWV�URZV
�axis=0��RU�LWV�FROXPQV��axis=1���2QFH�WKLV�LV�GRQH��D�IXQFWLRQ�LV�DSSOLHG�WR�HDFK�JURXS�
SURGXFLQJ�D�QHZ�YDOXH��)LQDOO\��WKH�UHVXOWV�RI�DOO�WKRVH�IXQFWLRQ�DSSOLFDWLRQV�DUH�FRP�
ELQHG�LQWR�D�UHVXOW�REMHFW��7KH�IRUP�RI�WKH�UHVXOWLQJ�REMHFW�ZLOO�XVXDOO\�GHSHQG�RQ�ZKDW¦V
EHLQJ�GRQH�WR�WKH�GDWD��6HH�)LJXUH�����IRU�D�PRFNXS�RI�D�VLPSOH�JURXS�DJJUHJDWLRQ�

)LJXUH������,OOXVWUDWLRQ�RI�D�JURXS�DJJUHJDWLRQ

(DFK�JURXSLQJ�NH\�FDQ�WDNH�PDQ\�IRUPV��DQG�WKH�NH\V�GR�QRW�KDYH�WR�EH�DOO�RI�WKH�VDPH
W\SH�

� $�OLVW�RU�DUUD\�RI�YDOXHV�WKDW�LV�WKH�VDPH�OHQJWK�DV�WKH�D[LV�EHLQJ�JURXSHG

� $�YDOXH�LQGLFDWLQJ�D�FROXPQ�QDPH�LQ�D�'DWD)UDPH

250 | Chapter 9:ಗData Aggregation and Group Operations

Split-Apply-Combine

6

[W. McKinney, Python for Data Analysis]
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Types of GroupBy in pandas
• Aggregation: agg 

- n:1 n group values become one value 
- Examples: mean, min, median 

• Apply: apply 
- n:m n group values become m values 
- Most general (could do aggregation or transform with apply) 
- Example: top 5 in each group, filter 

• Transform: transform 
- n:n n group values become n values 
- Cannot mutate the input

7
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Time series data
• Technically, it's normal tabular data with a timestamp attached 
• But… we have observations of the same values over time, usually in order 
• This allows more analysis 
• Example: Web site database that tracks the last time a user logged in 
- 1: Keep an attribute lastLogin that is overwritten every time user logs in 
- 2: Add a new row with login information every time the user logs in 
- Option 2 takes more storage, but we can also do a lot more analysis!

8
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Features of Time Series Data
• Trend: long-term increase or decrease in the data 
• Seasonal Pattern: time series is affected by seasonal factors such as the time 

of the year or the day of the week (fixed and of known frequency) 
• Cyclic Pattern: rises and falls that are not of a fixed frequency 
• Stationary: no predictable patterns (roughly horizontal with constant variance) 
- White noise series is stationary 
- Will look the basically the same whenever you observe it

9

[Hyndman and Athanosopoulos]

https://otexts.com/fpp2/
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Dates and Times
• What is time to a computer? 
- Can be stored as seconds since Unix Epoch (January 1st, 1970) 

• Often useful to break down into minutes, hours, days, months, years… 
• Lots of different ways to write time: 
- How could you write "November 29, 2016"? 
- European vs. American ordering… 

• What about time zones?

11
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DatetimeIndex
• Can use time as an index 
• data = [('2017-11-30', 48), 
        ('2017-12-02', 45), 
        ('2017-12-03', 44), 
        ('2017-12-04', 48)] 
dates, temps = zip(*data) 
s = pd.Series(temps, pd.to_datetime(dates)) 

• Accessing a particular time or checking equivalence allows any string that 
can be interpreted as a date: 

- s['12/04/2017'] or s['20171204'] 
• Using a less specific string will get all matching data: 

- s['2017-12'] returns the three December entries

12
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Timedelta
• Compute differences between dates 
• Lives in datetime module 
• diff = parse_date("1 Jan 2017") - datetime.now().date() 
diff.days 

• Also a pd.Timedelta object that take strings: 
- datetime.now().date() + pd.Timedelta("4 days") 

• Also, Roll dates using anchored offsets

13

In [99]: ts.shift(2, freq='M')
Out[99]:
2000-03-31   -0.066748
2000-04-30    0.838639
2000-05-31   -0.117388
2000-06-30   -0.517795
Freq: M, dtype: float64

2WKHU�IUHTXHQFLHV�FDQ�EH�SDVVHG��WRR��JLYLQJ�\RX�D�ORW�RI�IOH[LELOLW\�LQ�KRZ�WR�OHDG�DQG
ODJ�WKH�GDWD�

In [100]: ts.shift(3, freq='D')        In [101]: ts.shift(1, freq='3D')
Out[100]:                              Out[101]:
2000-02-03   -0.066748                 2000-02-03   -0.066748
2000-03-03    0.838639                 2000-03-03    0.838639
2000-04-03   -0.117388                 2000-04-03   -0.117388
2000-05-03   -0.517795                 2000-05-03   -0.517795
dtype: float64                         dtype: float64

In [102]: ts.shift(1, freq='90T')
Out[102]:
2000-01-31 01:30:00   -0.066748
2000-02-29 01:30:00    0.838639
2000-03-31 01:30:00   -0.117388
2000-04-30 01:30:00   -0.517795
dtype: float64

Shifting dates with offsets
7KH�SDQGDV�GDWH�RIIVHWV�FDQ�DOVR�EH�XVHG�ZLWK�datetime�RU�Timestamp�REMHFWV�

In [103]: from pandas.tseries.offsets import Day, MonthEnd

In [104]: now = datetime(2011, 11, 17)

In [105]: now + 3 * Day()
Out[105]: Timestamp('2011-11-20 00:00:00')

,I�\RX�DGG�DQ�DQFKRUHG�RIIVHW�OLNH�MonthEnd��WKH�ILUVW�LQFUHPHQW�ZLOO�roll forward�D�GDWH
WR�WKH�QH[W�GDWH�DFFRUGLQJ�WR�WKH�IUHTXHQF\�UXOH�

In [106]: now + MonthEnd()
Out[106]: Timestamp('2011-11-30 00:00:00')

In [107]: now + MonthEnd(2)
Out[107]: Timestamp('2011-12-31 00:00:00')

$QFKRUHG�RIIVHWV�FDQ�H[SOLFLWO\�£UROO¤�GDWHV�IRUZDUG�RU�EDFNZDUG�XVLQJ�WKHLU�rollfor
ward�DQG�rollback�PHWKRGV��UHVSHFWLYHO\�

In [108]: offset = MonthEnd()

In [109]: offset.rollforward(now)
Out[109]: Timestamp('2011-11-30 00:00:00')

298 | Chapter 10:ಗTime Series
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Time Zones
• Why? 
• Coordinated Universal Time (UTC) is the standard time (basically equivalent to 

Greenwich Mean Time (GMT) 
• Other time zones are UTC +/- a number in [1,12] 
• Dekalb is UTC-6 (aka US/Central)

14
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Resampling
• Could be 
- downsample: higher frequency to lower frequency  
- upsample: lower frequency to higher frequency 
- neither: e.g. Wednesdays to Fridays 

• resample method: e.g. ts.resample('M').mean()

15

[W. McKinney, Python for Data Analysis]

2000-01   -0.165893
2000-02    0.078606
2000-03    0.223811
2000-04   -0.063643
Freq: M, dtype: float64

resample is a flexible and high-performance method that can be used to process very
large time series. The examples in the following sections illustrate its semantics and
use. Table 11-5 summarizes some of its options.

Table 11-5. Resample method arguments
Argument Description
freq String or DateO!set indicating desired resampled frequency (e.g., ‘M', ’5min', or Second(15))
axis Axis to resample on; default axis=0
fill_method How to interpolate when upsampling, as in 'ffill' or 'bfill'; by default does no interpolation
closed In downsampling, which end of each interval is closed (inclusive), 'right' or 'left'
label In downsampling, how to label the aggregated result, with the 'right' or 'left' bin edge (e.g., the

9:30 to 9:35 "ve-minute interval could be labeled 9:30 or 9:35)
loffset Time adjustment to the bin labels, such as '-1s' / Second(-1) to shift the aggregate labels one

second earlier
limit When forward or backward "lling, the maximum number of periods to "ll
kind Aggregate to periods ('period') or timestamps ('timestamp'); defaults to the type of index the

time series has
convention When resampling periods, the convention ('start' or 'end') for converting the low-frequency period

to high frequency; defaults to 'end'

Downsampling
Aggregating data to a regular, lower frequency is a pretty normal time series task. The
data you’re aggregating doesn’t need to be fixed frequently; the desired frequency
defines bin edges that are used to slice the time series into pieces to aggregate. For
example, to convert to monthly, 'M' or 'BM', you need to chop up the data into one-
month intervals. Each interval is said to be half-open; a data point can only belong to
one interval, and the union of the intervals must make up the whole time frame.
There are a couple things to think about when using resample to downsample data:

• Which side of each interval is closed
• How to label each aggregated bin, either with the start of the interval or the end

To illustrate, let’s look at some one-minute data:
In [213]: rng = pd.date_range('2000-01-01', periods=12, freq='T')

In [214]: ts = pd.Series(np.arange(12), index=rng)

11.6 Resampling and Frequency Conversion | 349
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Sales Data by Month
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Resampled Sales Data (ffill)
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Resampled with Linear Interpolation (Default)
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Resampled with Cubic Interpolation
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Piecewise Cubic Hermite Interpolating Polynomial
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90-Day Rolling Window (Mean)
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Rolling Window Calculations
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Rolling Window Calculations

22

12 8 7 4 9 13 4 11 3 8

7.8



D. Koop, CSCI 490/680, Spring 2020

Rolling Window Calculations

22

12 8 7 4 9 13 4 11 3 8

7.8



D. Koop, CSCI 490/680, Spring 2020

Rolling Window Calculations
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Rolling Window Calculations
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180-Day Rolling Window (Mean)

23



Data Cubes

J. Han, M. Kamber, and J. Pei

D. Koop, CSCI 490/680, Spring 2020

http://hanj.cs.illinois.edu/bk3/bk3_slides/04OLAP.ppt


D. Koop, CSCI 490/680, Spring 2020

all 

time item location supplier 

time,location 

time,supplier 

item,location 

item,supplier 

location,supplier 

time,item,supplier 

time,location,supplier 

item,location,supplier 

��D (apex) cuboid 

��D cuboids 

��D cuboids 

��D cuboids 

��D (base) cuboid 
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Cube Operations
• Roll-up: aggregate up the given hierarchy 
• Drill-down: refine down the given hierarchy 
• Roll-up and drill-down are "inverses"

26
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Nanocubes for Real-Time Exploration of Spatiotemporal Datasets
Lauro Lins, James T. Klosowski, and Carlos Scheidegger

Fig. 1. Example visualizations of 210 million public geolocated Twitter posts over the course of a year. The data structure we
propose enables real-time (these images above were rendered faster than the typical screen refresh rate) visual exploration of large,
spatiotemporal, multidimensional datasets. The visual encodings built using nanocubes are within a controllable difference to ones
rendered by a traditional linear scan over the dataset. They naturally support linked navigation and brushing, and include choropleth
maps, time series over arbitrary regions and scales of space and time, parallel sets, histograms, and binned scatterplots. The
color scale of the choropleth map is a diverging scale in which blue corresponds to iPhones being relatively more popular, and red
corresponds to higher relative popularity of Android devices.

Abstract—Consider real-time exploration of large multidimensional spatiotemporal datasets with billions of entries, each defined by
a location, a time, and other attributes. Are certain attributes correlated spatially or temporally? Are there trends or outliers in the
data? Answering these questions requires aggregation over arbitrary regions of the domain and attributes of the data. Many relational
databases implement the well-known data cube aggregation operation, which in a sense precomputes every possible aggregate query
over the database. Data cubes are sometimes assumed to take a prohibitively large amount of space, and to consequently require disk
storage. In contrast, we show how to construct a data cube that fits in a modern laptop’s main memory, even for billions of entries;
we call this data structure a nanocube. We present algorithms to compute and query a nanocube, and show how it can be used
to generate well-known visual encodings such as heatmaps, histograms, and parallel coordinate plots. When compared to exact
visualizations created by scanning an entire dataset, nanocube plots have bounded screen error across a variety of scales, thanks
to a hierarchical structure in space and time. We demonstrate the effectiveness of our technique on a variety of real-world datasets,
and present memory, timing, and network bandwidth measurements. We find that the timings for the queries in our examples are
dominated by network and user-interaction latencies.

Index Terms—Data cube, Data structures, Interactive exploration

1 INTRODUCTION

As datasets get larger, exploratory data visualization becomes more
difficult. Consider a dataset with a billion entries. We can compute
a small summary of the dataset and visualize the summary instead of
the dataset, but as Anscombe’s famous quartet shows [3], summaries
themselves cannot ascertain their own validity. Summaries might help,
but in order to understand if that is the case, we will inevitably find

• Lauro Lins is with AT&T Research. E-mail: llins@research.att.com.
• Jim Klosowski is with AT&T Research. E-mail: jklosow@research.att.com.
• Carlos Scheidegger is with AT&T Research. E-mail:

cscheid@research.att.com.

Manuscript received 31 March 2013; accepted 1 August 2013; posted online
13 October 2013; mailed on 4 October 2013.
For information on obtaining reprints of this article, please send
e-mail to: tvcg@computer.org.

ourselves having to visualize one billion residuals. As far as scale goes,
we are back to square one. In other words, data summarization alone
will never solve the problem of scale in exploratory visualization. As
visualization practitioners, what then can we do? Even drawing the
simplest scatterplot is not straightforward. If we decide to produce
the visualization by scanning the rows of a table, we will either need
non-trivial parallel rendering algorithms or significant time to produce
a drawing. Neither of these solutions is attractive or scales well with
dataset size.

Data cubes are structures that perform aggregations across every
possible set of dimensions of a table in a database, to support quick
exploration [15, 31]. Many visualization systems are built on top of data
cubes, concretely or conceptually. Still, only recently have researchers
started to examine data cube creation algorithms in the context of
information visualization [33, 18, 21].

Data cubes are often problematic in that they can take prohibitively
large amounts of memory as the number of dimensions increases. In

Goal: Interactive Exploration of Data Cubes
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Nanocubes for Real-Time Exploration of Spatiotemporal Datasets
Lauro Lins, James T. Klosowski, and Carlos Scheidegger

Fig. 1. Example visualizations of 210 million public geolocated Twitter posts over the course of a year. The data structure we
propose enables real-time (these images above were rendered faster than the typical screen refresh rate) visual exploration of large,
spatiotemporal, multidimensional datasets. The visual encodings built using nanocubes are within a controllable difference to ones
rendered by a traditional linear scan over the dataset. They naturally support linked navigation and brushing, and include choropleth
maps, time series over arbitrary regions and scales of space and time, parallel sets, histograms, and binned scatterplots. The
color scale of the choropleth map is a diverging scale in which blue corresponds to iPhones being relatively more popular, and red
corresponds to higher relative popularity of Android devices.

Abstract—Consider real-time exploration of large multidimensional spatiotemporal datasets with billions of entries, each defined by
a location, a time, and other attributes. Are certain attributes correlated spatially or temporally? Are there trends or outliers in the
data? Answering these questions requires aggregation over arbitrary regions of the domain and attributes of the data. Many relational
databases implement the well-known data cube aggregation operation, which in a sense precomputes every possible aggregate query
over the database. Data cubes are sometimes assumed to take a prohibitively large amount of space, and to consequently require disk
storage. In contrast, we show how to construct a data cube that fits in a modern laptop’s main memory, even for billions of entries;
we call this data structure a nanocube. We present algorithms to compute and query a nanocube, and show how it can be used
to generate well-known visual encodings such as heatmaps, histograms, and parallel coordinate plots. When compared to exact
visualizations created by scanning an entire dataset, nanocube plots have bounded screen error across a variety of scales, thanks
to a hierarchical structure in space and time. We demonstrate the effectiveness of our technique on a variety of real-world datasets,
and present memory, timing, and network bandwidth measurements. We find that the timings for the queries in our examples are
dominated by network and user-interaction latencies.

Index Terms—Data cube, Data structures, Interactive exploration

1 INTRODUCTION

As datasets get larger, exploratory data visualization becomes more
difficult. Consider a dataset with a billion entries. We can compute
a small summary of the dataset and visualize the summary instead of
the dataset, but as Anscombe’s famous quartet shows [3], summaries
themselves cannot ascertain their own validity. Summaries might help,
but in order to understand if that is the case, we will inevitably find

• Lauro Lins is with AT&T Research. E-mail: llins@research.att.com.
• Jim Klosowski is with AT&T Research. E-mail: jklosow@research.att.com.
• Carlos Scheidegger is with AT&T Research. E-mail:

cscheid@research.att.com.
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e-mail to: tvcg@computer.org.

ourselves having to visualize one billion residuals. As far as scale goes,
we are back to square one. In other words, data summarization alone
will never solve the problem of scale in exploratory visualization. As
visualization practitioners, what then can we do? Even drawing the
simplest scatterplot is not straightforward. If we decide to produce
the visualization by scanning the rows of a table, we will either need
non-trivial parallel rendering algorithms or significant time to produce
a drawing. Neither of these solutions is attractive or scales well with
dataset size.

Data cubes are structures that perform aggregations across every
possible set of dimensions of a table in a database, to support quick
exploration [15, 31]. Many visualization systems are built on top of data
cubes, concretely or conceptually. Still, only recently have researchers
started to examine data cube creation algorithms in the context of
information visualization [33, 18, 21].

Data cubes are often problematic in that they can take prohibitively
large amounts of memory as the number of dimensions increases. In

Move to Another Location
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Nanocubes for Real-Time Exploration of Spatiotemporal Datasets
Lauro Lins, James T. Klosowski, and Carlos Scheidegger

Fig. 1. Example visualizations of 210 million public geolocated Twitter posts over the course of a year. The data structure we
propose enables real-time (these images above were rendered faster than the typical screen refresh rate) visual exploration of large,
spatiotemporal, multidimensional datasets. The visual encodings built using nanocubes are within a controllable difference to ones
rendered by a traditional linear scan over the dataset. They naturally support linked navigation and brushing, and include choropleth
maps, time series over arbitrary regions and scales of space and time, parallel sets, histograms, and binned scatterplots. The
color scale of the choropleth map is a diverging scale in which blue corresponds to iPhones being relatively more popular, and red
corresponds to higher relative popularity of Android devices.

Abstract—Consider real-time exploration of large multidimensional spatiotemporal datasets with billions of entries, each defined by
a location, a time, and other attributes. Are certain attributes correlated spatially or temporally? Are there trends or outliers in the
data? Answering these questions requires aggregation over arbitrary regions of the domain and attributes of the data. Many relational
databases implement the well-known data cube aggregation operation, which in a sense precomputes every possible aggregate query
over the database. Data cubes are sometimes assumed to take a prohibitively large amount of space, and to consequently require disk
storage. In contrast, we show how to construct a data cube that fits in a modern laptop’s main memory, even for billions of entries;
we call this data structure a nanocube. We present algorithms to compute and query a nanocube, and show how it can be used
to generate well-known visual encodings such as heatmaps, histograms, and parallel coordinate plots. When compared to exact
visualizations created by scanning an entire dataset, nanocube plots have bounded screen error across a variety of scales, thanks
to a hierarchical structure in space and time. We demonstrate the effectiveness of our technique on a variety of real-world datasets,
and present memory, timing, and network bandwidth measurements. We find that the timings for the queries in our examples are
dominated by network and user-interaction latencies.

Index Terms—Data cube, Data structures, Interactive exploration

1 INTRODUCTION

As datasets get larger, exploratory data visualization becomes more
difficult. Consider a dataset with a billion entries. We can compute
a small summary of the dataset and visualize the summary instead of
the dataset, but as Anscombe’s famous quartet shows [3], summaries
themselves cannot ascertain their own validity. Summaries might help,
but in order to understand if that is the case, we will inevitably find

• Lauro Lins is with AT&T Research. E-mail: llins@research.att.com.
• Jim Klosowski is with AT&T Research. E-mail: jklosow@research.att.com.
• Carlos Scheidegger is with AT&T Research. E-mail:
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ourselves having to visualize one billion residuals. As far as scale goes,
we are back to square one. In other words, data summarization alone
will never solve the problem of scale in exploratory visualization. As
visualization practitioners, what then can we do? Even drawing the
simplest scatterplot is not straightforward. If we decide to produce
the visualization by scanning the rows of a table, we will either need
non-trivial parallel rendering algorithms or significant time to produce
a drawing. Neither of these solutions is attractive or scales well with
dataset size.

Data cubes are structures that perform aggregations across every
possible set of dimensions of a table in a database, to support quick
exploration [15, 31]. Many visualization systems are built on top of data
cubes, concretely or conceptually. Still, only recently have researchers
started to examine data cube creation algorithms in the context of
information visualization [33, 18, 21].

Data cubes are often problematic in that they can take prohibitively
large amounts of memory as the number of dimensions increases. In

iPhone vs. Android Map
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Nanocubes for Real-Time Exploration of Spatiotemporal Datasets
Lauro Lins, James T. Klosowski, and Carlos Scheidegger

Fig. 1. Example visualizations of 210 million public geolocated Twitter posts over the course of a year. The data structure we
propose enables real-time (these images above were rendered faster than the typical screen refresh rate) visual exploration of large,
spatiotemporal, multidimensional datasets. The visual encodings built using nanocubes are within a controllable difference to ones
rendered by a traditional linear scan over the dataset. They naturally support linked navigation and brushing, and include choropleth
maps, time series over arbitrary regions and scales of space and time, parallel sets, histograms, and binned scatterplots. The
color scale of the choropleth map is a diverging scale in which blue corresponds to iPhones being relatively more popular, and red
corresponds to higher relative popularity of Android devices.

Abstract—Consider real-time exploration of large multidimensional spatiotemporal datasets with billions of entries, each defined by
a location, a time, and other attributes. Are certain attributes correlated spatially or temporally? Are there trends or outliers in the
data? Answering these questions requires aggregation over arbitrary regions of the domain and attributes of the data. Many relational
databases implement the well-known data cube aggregation operation, which in a sense precomputes every possible aggregate query
over the database. Data cubes are sometimes assumed to take a prohibitively large amount of space, and to consequently require disk
storage. In contrast, we show how to construct a data cube that fits in a modern laptop’s main memory, even for billions of entries;
we call this data structure a nanocube. We present algorithms to compute and query a nanocube, and show how it can be used
to generate well-known visual encodings such as heatmaps, histograms, and parallel coordinate plots. When compared to exact
visualizations created by scanning an entire dataset, nanocube plots have bounded screen error across a variety of scales, thanks
to a hierarchical structure in space and time. We demonstrate the effectiveness of our technique on a variety of real-world datasets,
and present memory, timing, and network bandwidth measurements. We find that the timings for the queries in our examples are
dominated by network and user-interaction latencies.

Index Terms—Data cube, Data structures, Interactive exploration

1 INTRODUCTION

As datasets get larger, exploratory data visualization becomes more
difficult. Consider a dataset with a billion entries. We can compute
a small summary of the dataset and visualize the summary instead of
the dataset, but as Anscombe’s famous quartet shows [3], summaries
themselves cannot ascertain their own validity. Summaries might help,
but in order to understand if that is the case, we will inevitably find
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ourselves having to visualize one billion residuals. As far as scale goes,
we are back to square one. In other words, data summarization alone
will never solve the problem of scale in exploratory visualization. As
visualization practitioners, what then can we do? Even drawing the
simplest scatterplot is not straightforward. If we decide to produce
the visualization by scanning the rows of a table, we will either need
non-trivial parallel rendering algorithms or significant time to produce
a drawing. Neither of these solutions is attractive or scales well with
dataset size.

Data cubes are structures that perform aggregations across every
possible set of dimensions of a table in a database, to support quick
exploration [15, 31]. Many visualization systems are built on top of data
cubes, concretely or conceptually. Still, only recently have researchers
started to examine data cube creation algorithms in the context of
information visualization [33, 18, 21].

Data cubes are often problematic in that they can take prohibitively
large amounts of memory as the number of dimensions increases. In

Zoom into Chicago
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Fig. 1. Example visualizations of 210 million public geolocated Twitter posts over the course of a year. The data structure we
propose enables real-time (these images above were rendered faster than the typical screen refresh rate) visual exploration of large,
spatiotemporal, multidimensional datasets. The visual encodings built using nanocubes are within a controllable difference to ones
rendered by a traditional linear scan over the dataset. They naturally support linked navigation and brushing, and include choropleth
maps, time series over arbitrary regions and scales of space and time, parallel sets, histograms, and binned scatterplots. The
color scale of the choropleth map is a diverging scale in which blue corresponds to iPhones being relatively more popular, and red
corresponds to higher relative popularity of Android devices.

Abstract—Consider real-time exploration of large multidimensional spatiotemporal datasets with billions of entries, each defined by
a location, a time, and other attributes. Are certain attributes correlated spatially or temporally? Are there trends or outliers in the
data? Answering these questions requires aggregation over arbitrary regions of the domain and attributes of the data. Many relational
databases implement the well-known data cube aggregation operation, which in a sense precomputes every possible aggregate query
over the database. Data cubes are sometimes assumed to take a prohibitively large amount of space, and to consequently require disk
storage. In contrast, we show how to construct a data cube that fits in a modern laptop’s main memory, even for billions of entries;
we call this data structure a nanocube. We present algorithms to compute and query a nanocube, and show how it can be used
to generate well-known visual encodings such as heatmaps, histograms, and parallel coordinate plots. When compared to exact
visualizations created by scanning an entire dataset, nanocube plots have bounded screen error across a variety of scales, thanks
to a hierarchical structure in space and time. We demonstrate the effectiveness of our technique on a variety of real-world datasets,
and present memory, timing, and network bandwidth measurements. We find that the timings for the queries in our examples are
dominated by network and user-interaction latencies.

Index Terms—Data cube, Data structures, Interactive exploration

1 INTRODUCTION

As datasets get larger, exploratory data visualization becomes more
difficult. Consider a dataset with a billion entries. We can compute
a small summary of the dataset and visualize the summary instead of
the dataset, but as Anscombe’s famous quartet shows [3], summaries
themselves cannot ascertain their own validity. Summaries might help,
but in order to understand if that is the case, we will inevitably find
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ourselves having to visualize one billion residuals. As far as scale goes,
we are back to square one. In other words, data summarization alone
will never solve the problem of scale in exploratory visualization. As
visualization practitioners, what then can we do? Even drawing the
simplest scatterplot is not straightforward. If we decide to produce
the visualization by scanning the rows of a table, we will either need
non-trivial parallel rendering algorithms or significant time to produce
a drawing. Neither of these solutions is attractive or scales well with
dataset size.

Data cubes are structures that perform aggregations across every
possible set of dimensions of a table in a database, to support quick
exploration [15, 31]. Many visualization systems are built on top of data
cubes, concretely or conceptually. Still, only recently have researchers
started to examine data cube creation algorithms in the context of
information visualization [33, 18, 21].

Data cubes are often problematic in that they can take prohibitively
large amounts of memory as the number of dimensions increases. In

SuperBowl in Indianapolis
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Fig. 1. Example visualizations of 210 million public geolocated Twitter posts over the course of a year. The data structure we
propose enables real-time (these images above were rendered faster than the typical screen refresh rate) visual exploration of large,
spatiotemporal, multidimensional datasets. The visual encodings built using nanocubes are within a controllable difference to ones
rendered by a traditional linear scan over the dataset. They naturally support linked navigation and brushing, and include choropleth
maps, time series over arbitrary regions and scales of space and time, parallel sets, histograms, and binned scatterplots. The
color scale of the choropleth map is a diverging scale in which blue corresponds to iPhones being relatively more popular, and red
corresponds to higher relative popularity of Android devices.

Abstract—Consider real-time exploration of large multidimensional spatiotemporal datasets with billions of entries, each defined by
a location, a time, and other attributes. Are certain attributes correlated spatially or temporally? Are there trends or outliers in the
data? Answering these questions requires aggregation over arbitrary regions of the domain and attributes of the data. Many relational
databases implement the well-known data cube aggregation operation, which in a sense precomputes every possible aggregate query
over the database. Data cubes are sometimes assumed to take a prohibitively large amount of space, and to consequently require disk
storage. In contrast, we show how to construct a data cube that fits in a modern laptop’s main memory, even for billions of entries;
we call this data structure a nanocube. We present algorithms to compute and query a nanocube, and show how it can be used
to generate well-known visual encodings such as heatmaps, histograms, and parallel coordinate plots. When compared to exact
visualizations created by scanning an entire dataset, nanocube plots have bounded screen error across a variety of scales, thanks
to a hierarchical structure in space and time. We demonstrate the effectiveness of our technique on a variety of real-world datasets,
and present memory, timing, and network bandwidth measurements. We find that the timings for the queries in our examples are
dominated by network and user-interaction latencies.

Index Terms—Data cube, Data structures, Interactive exploration

1 INTRODUCTION

As datasets get larger, exploratory data visualization becomes more
difficult. Consider a dataset with a billion entries. We can compute
a small summary of the dataset and visualize the summary instead of
the dataset, but as Anscombe’s famous quartet shows [3], summaries
themselves cannot ascertain their own validity. Summaries might help,
but in order to understand if that is the case, we will inevitably find
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ourselves having to visualize one billion residuals. As far as scale goes,
we are back to square one. In other words, data summarization alone
will never solve the problem of scale in exploratory visualization. As
visualization practitioners, what then can we do? Even drawing the
simplest scatterplot is not straightforward. If we decide to produce
the visualization by scanning the rows of a table, we will either need
non-trivial parallel rendering algorithms or significant time to produce
a drawing. Neither of these solutions is attractive or scales well with
dataset size.

Data cubes are structures that perform aggregations across every
possible set of dimensions of a table in a database, to support quick
exploration [15, 31]. Many visualization systems are built on top of data
cubes, concretely or conceptually. Still, only recently have researchers
started to examine data cube creation algorithms in the context of
information visualization [33, 18, 21].

Data cubes are often problematic in that they can take prohibitively
large amounts of memory as the number of dimensions increases. In

New Year's Eve in Manhattan
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Aggregations on Spatiotemporal Data
• Spatial: e.g. counting events in a spatial region (world or San Fran.) 
• Temporal: e.g. queries at multiple scares (hour, day, week, month) 
• Seek to address Visual Information Seeking Mantra: 
• Overview first, zoom and filter, details-on-demand 
• Multidimensional: 
- Latitude, Longitude, Time + more
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Natural language query s c t URL
count of all Delta flights R U R { Delta } R U /where/carrier=Delta
count of all Delta flights in the Midwest R Midwest R { Delta } R U /region/Midwest/where/carrier=Delta
count of all flights in 2010 R U D R 2010 /field/carrier/when/2010
time-series of all United flights in 2009 R U R { United } D 2009 /tseries/when/2009/where/carrier=United
heatmap of Delta flights in 2010 D tile0 R { Delta } R 2010 /tile/tile0/when/2010/where/carrier=Delta

Fig. 5. A simplified set of queries supported by nanocubes. The column s represents space; t, time; c, category. R means “rollup”, D means
“drilldown”. The value next to R or D contains the subset of that dimension’s domain being selected. U represents the entire domain (“universe”).

guage, but does not include the GROUP BY on Language only. As the
results of GROUP BYs, CUBEs and ROLL UPs can be seen as relations,
we can naturally compose such operators (e.g. a ROLL UP CUBE).

4 NANOCUBE: A COMPACT, SPATIOTEMPORAL DATA CUBE

Data visualizations in a computer are necessarily bounded by display
size, and so we would like to be able to quickly collect subsets of the
dataset that would end up in the same pixel on the screen. However,
spatiotemporal navigation is inherently multiscale. The same data
structure should support quick indexing for a visualization over multiple
years of time series and for drilling down into one particular hour or
day. Similarly, the data cube should support aggregation queries over
vast spatial regions covering entire continents, as well as very narrow
queries covering only a few city blocks.

The database notion of ROLL UP, in a sense, aligns nicely with the
notion of Level of Detail. For example, if the records of a table (relation)
contain a location attribute, one can design a ROLL UP query whose
resulting relation encodes the same information as the one encoded
in a level of detail data structure. More concretely, suppose `1, . . . ,`k
are attributes computed from the original location attribute and yield
“quadtree addresses” of increasingly higher levels of detail (from 1 to k).
A ROLL UP query on these (computed) attributes results in, essentially,
the same information as the one contained in a quadtree (given that we
are keeping the same summary in both, e.g. count).

The second important notion in the design of nanocubes is the idea
that we want to combine aggregations of independent dimensions at
independent levels of detail. For example we might want to know for
a whole country, what is the spatial distribution of tweets generated
by an iPhone: coarse on the spatial dimension, but specific on the
device dimension. Conversely, we might want to know the distribution
of tweets (coarse on device) in a small city block (fine in space). In
relational database terminology, this model has a name: it is a CUBE
of ROLL UP, or a ROLL UP CUBE. With the terminology set, we can
state: a nanocube is a data structure to efficiently store and query
spatiotemporal ROLL UP CUBE. Besides implementation tricks, the
main difference between nanocubes and previously published sparse
coalesced data cubes such as Dwarf cubes [30] is in the design of aggre-
gations across spatiotemporal dimensions (see Sections 4.3.1 and 4.3.3).
Next, we present a formal description of the components that make up
our nanocube index, pseudo-code for building nanocubes, an illustrated
example, and how queries are made against our index.
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1: function NANOCUBE([o1,o2, . . . ,on], S, `time) . n > 0
2: nano cube NODE( ) . New empty node
3: for i = 1 to n do
4: updated nodes /0
5: ADD(nano cube, oi, 1, S, `time, updated nodes)
6: end for
7: return nano cube
8: end function

1: function TRAILPROPERPATH(root, [v1, . . . ,vk])
2: stack STACK( ) . New Empty Stack
3: PUSH(stack, root)
4: node root
5: for i = 1 to k do
6: child CHILD(node, vi)
7: if child = null then
8: child NEWPROPERCHILD(node, vi, NODE( ))
9: else if ISSHAREDCHILD(node,child) then

10: child REPLACECHILD(node,
child, SHALLOWCOPY(child))

11: end if
12: PUSH(stack, child)
13: node child
14: end for
15: return stack
16: end function

1: function SHALLOWCOPY(node)
2: node sc NODE( )
3: SETSHAREDCONTENT(node sc, CONTENT(node))
4: for v in CHILDRENLABELS(node) do
5: NEWSHAREDCHILD(node sc, v, CHILD(node, v))
6: end for
7: return node sc
8: end function

1: procedure ADD(root, o, d, S, `time, updated nodes)
2: [`1, . . . ,`k] CHAIN(S, d)
3: stack TRAILPROPERPATH(root, [`1(o), . . . ,`k(o)])
4: child null
5: while stack is not empty do
6: node POP(stack)
7: update false
8: if node has a single child then
9: SETSHAREDCONTENT(node, CONTENT(child))

10: else if CONTENT(node) is null then
11: SETPROPERCONTENT(node,

( d= dim(S) ?
SUMMEDTABLETIMESERIES( ) : NODE( ) )

12: update true
13: else if CONTENTISSHARED(node) and

CONTENT(node) not in updated nodes then
14: SETPROPERCONTENT(node,

SHALLOWCOPY(CONTENT(node)))
15: update true
16: else if CONTENTISPROPER(node) then
17: update true
18: end if
19: if update then
20: if d= dim(S) then
21: INSERT(CONTENT(node), `time(o))
22: else
23: ADD(CONTENT(node), o, d+1, updated nodes)
24: end if
25: INSERT(updated nodes, CONTENT(node))
26: end if
27: child node
28: end while
29: end procedure

Fig. 3. Pseudo-code of an algorithm to build nanocubes.

exploits unique characteristics of space and time to get a good com-
promise between space usage and efficiency of queries (Sections 4.2.1
and 6). Second, we show how these structures enable the visualiza-
tions which are common in interactive tools (Section 4.3).

There have been recent efforts to build data cube structures specif-
ically suited for visualization. Crossfilter [32] is a software package
built on the clever observation that many queries in interactive visual-
ization are incremental: assuming that previous results are available,
the results needed for the next query can be quickly computed. Unfor-
tunately, we do not see easily how this would work for the multiscale
queries necessary in a spatiotemporal setting. Just as recently, Kandel
et al. have proposed Datavore, a column-oriented database support fast
data cube queries [17], and Liu et al. leverage graphics hardware in iM-
mens, achieving extremely fast queries over large data [20]. While we
defer to Section 7 a full discussion and direct comparison of nanocubes
to Datavore and iMmens, we show in Figure 14 that nanocubes achieve
good performance for both sparse (the regime where Datavore’s data
structures are ideal) and dense occupation of key space (where iM-
mens’s are).

3 DATA CUBES

Following common practice, we will call the table in Figure 5 a rela-
tion, its columns attributes, its lines records, and its entries values. An
aggregation represents the idea of selecting a certain group of records
from a relation and summarizing this group using an aggregation func-
tion (e.g. count, sum, max, min). For example, a possible aggrega-
tion for the relation A could be to select all its records and summarize
those using count, yielding five as the aggregation result. If we al-
low a special value All to be a valid attribute value, we could represent
this aggregation as relation B in Figure 5.

A record that contains the special value All is an aggregation record.

Using this notation, it is easy to understand some conventional ways
of describing aggregations for a given relation: group by, cube, and
rollup. A group by operation is one in which a relation is derived from
a base relation given a list of attributes and an aggregate function. For
example, group by on attributes Device and Language with the count
aggregate function results in the relation C in Figure 5.

Note that for every different combination of values present in the
attributes of a base relation an aggregation record is added to the re-
sulting relation. In our running example (Figure 5) these combinations
are (Android, en), (iPhone, en), and (iPhone, ru). The cube operation
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CONTENT(node) not in updated nodes then
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SHALLOWCOPY(CONTENT(node)))
15: update true
16: else if CONTENTISPROPER(node) then
17: update true
18: end if
19: if update then
20: if d= dim(S) then
21: INSERT(CONTENT(node), `time(o))
22: else
23: ADD(CONTENT(node), o, d+1, updated nodes)
24: end if
25: INSERT(updated nodes, CONTENT(node))
26: end if
27: child node
28: end while
29: end procedure

Fig. 3. Pseudo-code of an algorithm to build nanocubes.

Our technique is most closely related to the work of Sismanis et
al. [30, 29]. Specifically, we use similar ideas to reduce the size of
a data cube from potentially exponential in the cardinality of the key
space (we define these terms in Section 4.1) to essentially linear [31].
Nanocubes improve on Sismanis et al.’s work in two fundamental di-
rections. First, we develop a model for spatiotemporal data cubes that
exploits unique characteristics of space and time to get a good com-
promise between space usage and efficiency of queries (Sections 4.2.1
and 6). Second, we show how these structures enable the visualiza-
tions which are common in interactive tools (Section 4.3).

There have also been recent efforts to build data cube structures
specifically suited for visualization. Crossfilter [32] is a software pack-
age built on the clever observation that many queries in interactive vi-
sualization are incremental: assuming that previous results are avail-
able, the results needed for the next query can be quickly computed.
Unfortunately, we do not see easily how this would work for the multi-
scale queries necessary in a spatiotemporal setting. Just as recently,
Kandel et al. have proposed Datavore, a column-oriented data cube
representation [17], and Liu et al. leverage graphics hardware in iM-
mens, achieving extremely fast queries over large data [20]. While we
defer to Section 7 a full discussion and direct comparison of nanocubes
to Datavore and iMmens, we show in Figure 13 that nanocubes achieve
good performance for both sparse (the regime where Datavore’s data
structures are ideal) and dense occupation of key space (where iM-
mens’s are).

3 DATA CUBES

In the relational databases community, the table below is a relation, its
columns are attributes, its lines are records, and its entries are values.

Country Device Language
US Android en
US iPhone ru

South Africa iPhone en
India Android en

Australia iPhone en

An aggregation represents the idea of selecting a certain group of
records from a relation and summarizing this group using an aggrega-
tion function (e.g.count, sum, max, min). For example, a possible
aggregation for the relation above could be to select all its records and
summarize those using count. In this case, five would be the final
aggregation result. If we allow entries in the record to have a special
value All, we could represent this aggreation as the following relation:

Country Device Language Count
All All All 5

We refer to records in a relation that contain the special value All as ag-
gregation records. Using this notation, it is easy to understand the con-
ventional ways of describing aggregations for a given relation: group
by, cube, and rollup. A group by operation is one in which a relation is
derived from a base relation given a list of attributes and an aggregate
function. For example, group by on attributes Device and Language
with the count aggregate function results in the relation:

Country Device Language Count
All Android en 2
All iPhone en 2
All iPhone ru 1

Note that for every different combination of values present in the at-
tributes of the base relation an aggregation record is added to the re-
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Our technique is most closely related to the work of Sismanis et
al. [30, 29]. Specifically, we use similar ideas to reduce the size of
a data cube from potentially exponential in the cardinality of the key
space (we define these terms in Section 4.1) to essentially linear [31].
Nanocubes improve on Sismanis et al.’s work in two fundamental di-
rections. First, we develop a model for spatiotemporal data cubes that
exploits unique characteristics of space and time to get a good com-
promise between space usage and efficiency of queries (Sections 4.2.1
and 6). Second, we show how these structures enable the visualiza-
tions which are common in interactive tools (Section 4.3).

There have also been recent efforts to build data cube structures
specifically suited for visualization. Crossfilter [32] is a software pack-
age built on the clever observation that many queries in interactive vi-
sualization are incremental: assuming that previous results are avail-
able, the results needed for the next query can be quickly computed.
Unfortunately, we do not see easily how this would work for the multi-
scale queries necessary in a spatiotemporal setting. Just as recently,
Kandel et al. have proposed Datavore, a column-oriented data cube
representation [17], and Liu et al. leverage graphics hardware in iM-
mens, achieving extremely fast queries over large data [20]. While we
defer to Section 7 a full discussion and direct comparison of nanocubes
to Datavore and iMmens, we show in Figure 13 that nanocubes achieve
good performance for both sparse (the regime where Datavore’s data
structures are ideal) and dense occupation of key space (where iM-
mens’s are).

3 DATA CUBES

In the relational databases community, the table below is a relation, its
columns are attributes, its lines are records, and its entries are values.

Country Device Language
US Android en
US iPhone ru

South Africa iPhone en
India Android en

Australia iPhone en

An aggregation represents the idea of selecting a certain group of
records from a relation and summarizing this group using an aggrega-
tion function (e.g.count, sum, max, min). For example, a possible
aggregation for the relation above could be to select all its records and
summarize those using count. In this case, five would be the final
aggregation result. If we allow entries in the record to have a special
value All, we could represent this aggreation as the following relation:

Country Device Language Count
All All All 5

We refer to records in a relation that contain the special value All as ag-
gregation records. Using this notation, it is easy to understand the con-
ventional ways of describing aggregations for a given relation: group
by, cube, and rollup. A group by operation is one in which a relation is
derived from a base relation given a list of attributes and an aggregate
function. For example, group by on attributes Device and Language
with the count aggregate function results in the relation:

Country Device Language Count
All Android en 2
All iPhone en 2
All iPhone ru 1

Note that for every different combination of values present in the at-
tributes of the base relation an aggregation record is added to the re-
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Our technique is most closely related to the work of Sismanis et
al. [30, 29]. Specifically, we use similar ideas to reduce the size of
a data cube from potentially exponential in the cardinality of the key
space (we define these terms in Section 4.1) to essentially linear [31].
Nanocubes improve on Sismanis et al.’s work in two fundamental di-
rections. First, we develop a model for spatiotemporal data cubes that
exploits unique characteristics of space and time to get a good com-
promise between space usage and efficiency of queries (Sections 4.2.1
and 6). Second, we show how these structures enable the visualiza-
tions which are common in interactive tools (Section 4.3).

There have also been recent efforts to build data cube structures
specifically suited for visualization. Crossfilter [32] is a software pack-
age built on the clever observation that many queries in interactive vi-
sualization are incremental: assuming that previous results are avail-
able, the results needed for the next query can be quickly computed.
Unfortunately, we do not see easily how this would work for the multi-
scale queries necessary in a spatiotemporal setting. Just as recently,
Kandel et al. have proposed Datavore, a column-oriented data cube
representation [17], and Liu et al. leverage graphics hardware in iM-
mens, achieving extremely fast queries over large data [20]. While we
defer to Section 7 a full discussion and direct comparison of nanocubes
to Datavore and iMmens, we show in Figure 13 that nanocubes achieve
good performance for both sparse (the regime where Datavore’s data
structures are ideal) and dense occupation of key space (where iM-
mens’s are).

3 DATA CUBES

In the relational databases community, the table below is a relation, its
columns are attributes, its lines are records, and its entries are values.

Country Device Language
US Android en
US iPhone ru

South Africa iPhone en
India Android en

Australia iPhone en

An aggregation represents the idea of selecting a certain group of
records from a relation and summarizing this group using an aggrega-
tion function (e.g.count, sum, max, min). For example, a possible
aggregation for the relation above could be to select all its records and
summarize those using count. In this case, five would be the final
aggregation result. If we allow entries in the record to have a special
value All, we could represent this aggreation as the following relation:

Country Device Language Count
All All All 5

We refer to records in a relation that contain the special value All as ag-
gregation records. Using this notation, it is easy to understand the con-
ventional ways of describing aggregations for a given relation: group
by, cube, and rollup. A group by operation is one in which a relation is
derived from a base relation given a list of attributes and an aggregate
function. For example, group by on attributes Device and Language
with the count aggregate function results in the relation:

Country Device Language Count
All Android en 2
All iPhone en 2
All iPhone ru 1

Note that for every different combination of values present in the at-
tributes of the base relation an aggregation record is added to the re-
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Natural language query s c t URL
count of all Delta flights R U R { Delta } R U /where/carrier=Delta
count of all Delta flights in the Midwest R (Midwest) R { Delta } R U /region/(Midwest)/where/carrier=Delta
count of early flights in 2010 R U D R (2010) /field/carrier/when/(2010)
time-series of all United flights in 2009 R U R U D (2009) /tseries/when/2009/where/carrier=United
heatmap of Delta flights in 2010 D (tile) R { Delta } R (2010) /tile/(tile)/where/carrier=Delta

Fig. 4. A simplified set of queries supported by the nanocube data structure. The column s represents space; t, time; c, category. R means “rollup”,
D means “drilldown”. The value next to R or D contains the subset of that dimension’s domain being selected. We use U to represent the entire
domain (“universe”). Omitted here, but supported by our structure, are: the extra parameter for number of steps throughout the time region in a
time-based drilldown; multiple categories with separate rollups and drilldowns; tiles of variable resolution.

sulting relation. In our running example these combinations are (An-
droid, en), (iPhone, en), and (iPhone, ru). The cube operation is the
result of collecting all possible group by aggregations into a single re-
lation for a given list of attributes. In our running example, the cube
for count on Device and Language would be the same as the union
of four group by’s: on (1) no attributes; on (2) Device only; on (3)
Language only; and (4) on Device and Language (2n group bys where
n is the number of input attributes):

Country Device Language Count
All All All 5
All Android All 2
All iPhone All 3
All All eu 4
All All ru 1
All iPhone ru 1
All Android en 2
All iPhone en 2
All iPhone ru 1

Finally, a roll up is a constrained version of the cube operation where
the order of the input attributes is important. So a roll up on Device
and Language (in this order) means the union of group by’s on: (1)
no attributes; (2) Device; and (3) Device and Language. Note that the
group by on Language only is not part of the roll up. As the results
of group by’s, cubes and roll ups can be seen as relations, we can
naturally compose such operations. As we will describe nanocubes is
a specialized data structure to store and query cubes of roll ups.

4 NANOCUBES: A COMPACT, SPATIOTEMPORAL ROLL-UP
CUBE

Data visualizations in a computer are necessarily bounded by display
size, and so we would like to be able to quickly collect subspaces of
the dataset that would end up in the same pixel on the screen. How-
ever, spatiotemporal navigation is inherently multiscale. The same
data structure should support quick indexing for a visualization over
multiple years of time series and for drilling down into one particu-
lar hour or day. Similarly, the data cube should support aggregation
queries over vast spatial regions covering entire continents, as well as
very narrow queries covering only a few city blocks.

The database notion of roll ups (Section 3), in a sense, aligns nicely
with the notion of Level of Detail. For example, if the records of a table
(relation) contain a location attribute, one can design a roll up query
whose resulting relation encodes the same information as the one en-
coded in a level of detail data structure. More concretely, suppose
`1, . . . ,`k are attributes computed from the original location attribute
and yield ’quad-tree addresses’ of increasingly higher levels of detail
(from 1 to k). A roll up query on these (computed) attributes results in,
essentially, the same information as the one contained in a quad-tree
(given that we are keeping the same summary in both, e.g.count). At
first, this connection might be obvious but bridges between terminolo-
gies from different areas is usually important. As it turns out, only later
in the development of nanocubes is that we became aware of Hierar-
chical Dwarf-Cubes [29], which is a highly related to nanocubes and
was developed by the database community to efficiently store results
of aggreagation queries.

The second important notion in the design of nanocubes is the idea
that we want to combine aggregations of independent dimensions at

independent levels of detail. For example we might want to know for
a whole country, what is the spatial distribution of tweets gererated
by an iPhone: coarse on the spatial dimension, but specific on the
device dimension; conversely we might want to know the distribu-
tion of tweets (coarse on device) in a small block of a city (fine in
space). In relational database terminology, this model has a name: it
is a cube of roll-ups, or a roll-up cube. Now with the language set up,
we can state: A nanocube is a data structure to efficiently store and
query spatio-temporal roll-up cubes. Besides implmentation tricks
(e.g. tagged pointers, carefully design of the bit layout of the struc-
tures, specifically designed to live in main memory), there is, to the
best of our knowledge, a qualitative difference in nanocubes to other
data structures like [29]. The difference is in what nanocubes store for
each aggregation which is deeply related to spatio-temporal datasets:
it stores time series in a sparse summed table format. This element of
nanocubes is explained in Section 4.3 and, cannot be cannot be effi-
ciently simulated (memory-wise) by previous datastructures.

In the remainder of this section, we present a formal description
of the components that make up our nanocube index, pseudo-code
for building nanocubes together with an illustrated example, and how
queries are made against our index.

4.1 Definitions
Let O be a set of objects. A labeling function ` : O ! L associates a
label value to the objects of O. We can think of ` as an attribute in
a relational database. In connection with the level of detail discus-
sion above, if `1 and `2 are two labeling functions for O, we say `1 is
coarser than `2 or that `2 is finer than `1 if for any two objects o,o0 2 O
the implication `2(o) = `2(o0) ) `1(o) = `1(o0) holds. We denote this
fact by `1 < `2.

A sequence of labeling functions c = [`1,`, . . . ,`k] for objects O
is a chain for O if every labeling function is coarser than the next
labeling function in the sequence: `i < `i+1. Note how chains are
related to roll ups, we avoid the same name to not overload more the
term roll up. The number of levels of a chain is defined by levels(c) =
|c|+1. An indexing schema for objects O consists of a sequence of
chains S = [c1,c2, . . . ,cn]. The dimension of an indexing schema S
is the length of its sequence of chains and is denoted by dim(S). The
multiplicity of a schema S is the product of its chains’ number of levels:
µ(S) = ’n

i=1 levels(ci).
A full assignment for a sequence of labeling functions [`1,`2, . . . ,`k]

is a sequence of label values [v1,v2, . . . ,vk] where vi is a label value
under `i. Any prefix of a full assignment for a sequence of label-
ing functions, including the empty one, is referred to as a partial as-
signment. Note that an full assignment is also a patial assignment
since a sequence is also a prefix of itself. An address on a schema
is a sequence of partial assignments for its chains, more formally, if
S = [c1,c2, . . . ,cn] is an indexing schema, then a = [p1, p2, . . . , pn] is
an address of S if pi is a partial assignment for chain ci. The set of pos-
sible addresses of S is denoted by addr(S). and its size is referred to as
the Global Cardinality of S. The subset of addr(S) whose addresses
contain only full assignments is called the Key Cardinality of S. The
key Key Cardinality is exactely the number of the finest resoultion bins
a nanocube can store.

The addresses of an object o under indexing schema S, denoted by
addr(o,S) are all the addresses in addr(S) whose partial assignments
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Fig. 5. A sample relation and its associated aggregation operators.
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1: function NANOCUBE([o1,o2, . . . ,on], S, `time) . n > 0
2: nano cube NODE( ) . New empty node
3: for i = 1 to n do
4: updated nodes /0
5: ADD(nano cube, oi, 1, S, `time, updated nodes)
6: end for
7: return nano cube
8: end function

1: function TRAILPROPERPATH(root, [v1, . . . ,vk])
2: stack STACK( ) . New Empty Stack
3: PUSH(stack, root)
4: node root
5: for i = 1 to k do
6: child CHILD(node, vi)
7: if child = null then
8: child NEWPROPERCHILD(node, vi, NODE( ))
9: else if ISSHAREDCHILD(node,child) then

10: child REPLACECHILD(node,
child, SHALLOWCOPY(child))

11: end if
12: PUSH(stack, child)
13: node child
14: end for
15: return stack
16: end function

1: function SHALLOWCOPY(node)
2: node sc NODE( )
3: SETSHAREDCONTENT(node sc, CONTENT(node))
4: for v in CHILDRENLABELS(node) do
5: NEWSHAREDCHILD(node sc, v, CHILD(node, v))
6: end for
7: return node sc
8: end function

1: procedure ADD(root, o, d, S, `time, updated nodes)
2: [`1, . . . ,`k] CHAIN(S, d)
3: stack TRAILPROPERPATH(root, [`1(o), . . . ,`k(o)])
4: child null
5: while stack is not empty do
6: node POP(stack)
7: update false
8: if node has a single child then
9: SETSHAREDCONTENT(node, CONTENT(child))

10: else if CONTENT(node) is null then
11: SETPROPERCONTENT(node,

( d= dim(S) ?
SUMMEDTABLETIMESERIES( ) : NODE( ) )

12: update true
13: else if CONTENTISSHARED(node) and

CONTENT(node) not in updated nodes then
14: SETPROPERCONTENT(node,

SHALLOWCOPY(CONTENT(node)))
15: update true
16: else if CONTENTISPROPER(node) then
17: update true
18: end if
19: if update then
20: if d= dim(S) then
21: INSERT(CONTENT(node), `time(o))
22: else
23: ADD(CONTENT(node), o, d+1, updated nodes)
24: end if
25: INSERT(updated nodes, CONTENT(node))
26: end if
27: child node
28: end while
29: end procedure

Fig. 3. Pseudo-code of an algorithm to build nanocubes.

exploits unique characteristics of space and time to get a good com-
promise between space usage and efficiency of queries (Sections 4.2.1
and 6). Second, we show how these structures enable the visualiza-
tions which are common in interactive tools (Section 4.3).

There have been recent efforts to build data cube structures specif-
ically suited for visualization. Crossfilter [32] is a software package
built on the clever observation that many queries in interactive visual-
ization are incremental: assuming that previous results are available,
the results needed for the next query can be quickly computed. Unfor-
tunately, we do not see easily how this would work for the multiscale
queries necessary in a spatiotemporal setting. Just as recently, Kandel
et al. have proposed Datavore, a column-oriented database support fast
data cube queries [17], and Liu et al. leverage graphics hardware in iM-
mens, achieving extremely fast queries over large data [20]. While we
defer to Section 7 a full discussion and direct comparison of nanocubes
to Datavore and iMmens, we show in Figure 14 that nanocubes achieve
good performance for both sparse (the regime where Datavore’s data
structures are ideal) and dense occupation of key space (where iM-
mens’s are).

3 DATA CUBES

Following common practice, we will call the table in Figure 5 a rela-
tion, its columns attributes, its lines records, and its entries values. An
aggregation represents the idea of selecting a certain group of records
from a relation and summarizing this group using an aggregation func-
tion (e.g. count, sum, max, min). For example, a possible aggrega-
tion for the relation A could be to select all its records and summarize
those using count, yielding five as the aggregation result. If we al-
low a special value All to be a valid attribute value, we could represent
this aggregation as relation B in Figure 5.

A record that contains the special value All is an aggregation record.

Using this notation, it is easy to understand some conventional ways
of describing aggregations for a given relation: group by, cube, and
rollup. A group by operation is one in which a relation is derived from
a base relation given a list of attributes and an aggregate function. For
example, group by on attributes Device and Language with the count
aggregate function results in the relation C in Figure 5.

Note that for every different combination of values present in the
attributes of a base relation an aggregation record is added to the re-
sulting relation. In our running example (Figure 5) these combinations
are (Android, en), (iPhone, en), and (iPhone, ru). The cube operation
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1: function NANOCUBE([o1,o2, . . . ,on], S, `time) . n > 0
2: nano cube NODE( ) . New empty node
3: for i = 1 to n do
4: updated nodes /0
5: ADD(nano cube, oi, 1, S, `time, updated nodes)
6: end for
7: return nano cube
8: end function

1: function TRAILPROPERPATH(root, [v1, . . . ,vk])
2: stack STACK( ) . New Empty Stack
3: PUSH(stack, root)
4: node root
5: for i = 1 to k do
6: child CHILD(node, vi)
7: if child = null then
8: child NEWPROPERCHILD(node, vi, NODE( ))
9: else if ISSHAREDCHILD(node,child) then

10: child REPLACECHILD(node,
child, SHALLOWCOPY(child))

11: end if
12: PUSH(stack, child)
13: node child
14: end for
15: return stack
16: end function

1: function SHALLOWCOPY(node)
2: node sc NODE( )
3: SETSHAREDCONTENT(node sc, CONTENT(node))
4: for v in CHILDRENLABELS(node) do
5: NEWSHAREDCHILD(node sc, v, CHILD(node, v))
6: end for
7: return node sc
8: end function

1: procedure ADD(root, o, d, S, `time, updated nodes)
2: [`1, . . . ,`k] CHAIN(S, d)
3: stack TRAILPROPERPATH(root, [`1(o), . . . ,`k(o)])
4: child null
5: while stack is not empty do
6: node POP(stack)
7: update false
8: if node has a single child then
9: SETSHAREDCONTENT(node, CONTENT(child))

10: else if CONTENT(node) is null then
11: SETPROPERCONTENT(node,

( d= dim(S) ?
SUMMEDTABLETIMESERIES( ) : NODE( ) )

12: update true
13: else if CONTENTISSHARED(node) and

CONTENT(node) not in updated nodes then
14: SETPROPERCONTENT(node,

SHALLOWCOPY(CONTENT(node)))
15: update true
16: else if CONTENTISPROPER(node) then
17: update true
18: end if
19: if update then
20: if d= dim(S) then
21: INSERT(CONTENT(node), `time(o))
22: else
23: ADD(CONTENT(node), o, d+1, updated nodes)
24: end if
25: INSERT(updated nodes, CONTENT(node))
26: end if
27: child node
28: end while
29: end procedure

Fig. 3. Pseudo-code of an algorithm to build nanocubes.

Our technique is most closely related to the work of Sismanis et
al. [30, 29]. Specifically, we use similar ideas to reduce the size of
a data cube from potentially exponential in the cardinality of the key
space (we define these terms in Section 4.1) to essentially linear [31].
Nanocubes improve on Sismanis et al.’s work in two fundamental di-
rections. First, we develop a model for spatiotemporal data cubes that
exploits unique characteristics of space and time to get a good com-
promise between space usage and efficiency of queries (Sections 4.2.1
and 6). Second, we show how these structures enable the visualiza-
tions which are common in interactive tools (Section 4.3).

There have also been recent efforts to build data cube structures
specifically suited for visualization. Crossfilter [32] is a software pack-
age built on the clever observation that many queries in interactive vi-
sualization are incremental: assuming that previous results are avail-
able, the results needed for the next query can be quickly computed.
Unfortunately, we do not see easily how this would work for the multi-
scale queries necessary in a spatiotemporal setting. Just as recently,
Kandel et al. have proposed Datavore, a column-oriented data cube
representation [17], and Liu et al. leverage graphics hardware in iM-
mens, achieving extremely fast queries over large data [20]. While we
defer to Section 7 a full discussion and direct comparison of nanocubes
to Datavore and iMmens, we show in Figure 13 that nanocubes achieve
good performance for both sparse (the regime where Datavore’s data
structures are ideal) and dense occupation of key space (where iM-
mens’s are).

3 DATA CUBES

In the relational databases community, the table below is a relation, its
columns are attributes, its lines are records, and its entries are values.

Country Device Language
US Android en
US iPhone ru

South Africa iPhone en
India Android en

Australia iPhone en

An aggregation represents the idea of selecting a certain group of
records from a relation and summarizing this group using an aggrega-
tion function (e.g.count, sum, max, min). For example, a possible
aggregation for the relation above could be to select all its records and
summarize those using count. In this case, five would be the final
aggregation result. If we allow entries in the record to have a special
value All, we could represent this aggreation as the following relation:

Country Device Language Count
All All All 5

We refer to records in a relation that contain the special value All as ag-
gregation records. Using this notation, it is easy to understand the con-
ventional ways of describing aggregations for a given relation: group
by, cube, and rollup. A group by operation is one in which a relation is
derived from a base relation given a list of attributes and an aggregate
function. For example, group by on attributes Device and Language
with the count aggregate function results in the relation:

Country Device Language Count
All Android en 2
All iPhone en 2
All iPhone ru 1

Note that for every different combination of values present in the at-
tributes of the base relation an aggregation record is added to the re-
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child, SHALLOWCOPY(child))
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13: node child
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2: node sc NODE( )
3: SETSHAREDCONTENT(node sc, CONTENT(node))
4: for v in CHILDRENLABELS(node) do
5: NEWSHAREDCHILD(node sc, v, CHILD(node, v))
6: end for
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1: procedure ADD(root, o, d, S, `time, updated nodes)
2: [`1, . . . ,`k] CHAIN(S, d)
3: stack TRAILPROPERPATH(root, [`1(o), . . . ,`k(o)])
4: child null
5: while stack is not empty do
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7: update false
8: if node has a single child then
9: SETSHAREDCONTENT(node, CONTENT(child))

10: else if CONTENT(node) is null then
11: SETPROPERCONTENT(node,

( d= dim(S) ?
SUMMEDTABLETIMESERIES( ) : NODE( ) )

12: update true
13: else if CONTENTISSHARED(node) and

CONTENT(node) not in updated nodes then
14: SETPROPERCONTENT(node,

SHALLOWCOPY(CONTENT(node)))
15: update true
16: else if CONTENTISPROPER(node) then
17: update true
18: end if
19: if update then
20: if d= dim(S) then
21: INSERT(CONTENT(node), `time(o))
22: else
23: ADD(CONTENT(node), o, d+1, updated nodes)
24: end if
25: INSERT(updated nodes, CONTENT(node))
26: end if
27: child node
28: end while
29: end procedure

Fig. 3. Pseudo-code of an algorithm to build nanocubes.

Our technique is most closely related to the work of Sismanis et
al. [30, 29]. Specifically, we use similar ideas to reduce the size of
a data cube from potentially exponential in the cardinality of the key
space (we define these terms in Section 4.1) to essentially linear [31].
Nanocubes improve on Sismanis et al.’s work in two fundamental di-
rections. First, we develop a model for spatiotemporal data cubes that
exploits unique characteristics of space and time to get a good com-
promise between space usage and efficiency of queries (Sections 4.2.1
and 6). Second, we show how these structures enable the visualiza-
tions which are common in interactive tools (Section 4.3).

There have also been recent efforts to build data cube structures
specifically suited for visualization. Crossfilter [32] is a software pack-
age built on the clever observation that many queries in interactive vi-
sualization are incremental: assuming that previous results are avail-
able, the results needed for the next query can be quickly computed.
Unfortunately, we do not see easily how this would work for the multi-
scale queries necessary in a spatiotemporal setting. Just as recently,
Kandel et al. have proposed Datavore, a column-oriented data cube
representation [17], and Liu et al. leverage graphics hardware in iM-
mens, achieving extremely fast queries over large data [20]. While we
defer to Section 7 a full discussion and direct comparison of nanocubes
to Datavore and iMmens, we show in Figure 13 that nanocubes achieve
good performance for both sparse (the regime where Datavore’s data
structures are ideal) and dense occupation of key space (where iM-
mens’s are).

3 DATA CUBES

In the relational databases community, the table below is a relation, its
columns are attributes, its lines are records, and its entries are values.

Country Device Language
US Android en
US iPhone ru

South Africa iPhone en
India Android en

Australia iPhone en

An aggregation represents the idea of selecting a certain group of
records from a relation and summarizing this group using an aggrega-
tion function (e.g.count, sum, max, min). For example, a possible
aggregation for the relation above could be to select all its records and
summarize those using count. In this case, five would be the final
aggregation result. If we allow entries in the record to have a special
value All, we could represent this aggreation as the following relation:

Country Device Language Count
All All All 5

We refer to records in a relation that contain the special value All as ag-
gregation records. Using this notation, it is easy to understand the con-
ventional ways of describing aggregations for a given relation: group
by, cube, and rollup. A group by operation is one in which a relation is
derived from a base relation given a list of attributes and an aggregate
function. For example, group by on attributes Device and Language
with the count aggregate function results in the relation:

Country Device Language Count
All Android en 2
All iPhone en 2
All iPhone ru 1

Note that for every different combination of values present in the at-
tributes of the base relation an aggregation record is added to the re-
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Fig. 3. Pseudo-code of an algorithm to build nanocubes.

Our technique is most closely related to the work of Sismanis et
al. [30, 29]. Specifically, we use similar ideas to reduce the size of
a data cube from potentially exponential in the cardinality of the key
space (we define these terms in Section 4.1) to essentially linear [31].
Nanocubes improve on Sismanis et al.’s work in two fundamental di-
rections. First, we develop a model for spatiotemporal data cubes that
exploits unique characteristics of space and time to get a good com-
promise between space usage and efficiency of queries (Sections 4.2.1
and 6). Second, we show how these structures enable the visualiza-
tions which are common in interactive tools (Section 4.3).

There have also been recent efforts to build data cube structures
specifically suited for visualization. Crossfilter [32] is a software pack-
age built on the clever observation that many queries in interactive vi-
sualization are incremental: assuming that previous results are avail-
able, the results needed for the next query can be quickly computed.
Unfortunately, we do not see easily how this would work for the multi-
scale queries necessary in a spatiotemporal setting. Just as recently,
Kandel et al. have proposed Datavore, a column-oriented data cube
representation [17], and Liu et al. leverage graphics hardware in iM-
mens, achieving extremely fast queries over large data [20]. While we
defer to Section 7 a full discussion and direct comparison of nanocubes
to Datavore and iMmens, we show in Figure 13 that nanocubes achieve
good performance for both sparse (the regime where Datavore’s data
structures are ideal) and dense occupation of key space (where iM-
mens’s are).

3 DATA CUBES

In the relational databases community, the table below is a relation, its
columns are attributes, its lines are records, and its entries are values.

Country Device Language
US Android en
US iPhone ru

South Africa iPhone en
India Android en

Australia iPhone en

An aggregation represents the idea of selecting a certain group of
records from a relation and summarizing this group using an aggrega-
tion function (e.g.count, sum, max, min). For example, a possible
aggregation for the relation above could be to select all its records and
summarize those using count. In this case, five would be the final
aggregation result. If we allow entries in the record to have a special
value All, we could represent this aggreation as the following relation:

Country Device Language Count
All All All 5

We refer to records in a relation that contain the special value All as ag-
gregation records. Using this notation, it is easy to understand the con-
ventional ways of describing aggregations for a given relation: group
by, cube, and rollup. A group by operation is one in which a relation is
derived from a base relation given a list of attributes and an aggregate
function. For example, group by on attributes Device and Language
with the count aggregate function results in the relation:

Country Device Language Count
All Android en 2
All iPhone en 2
All iPhone ru 1

Note that for every different combination of values present in the at-
tributes of the base relation an aggregation record is added to the re-
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Natural language query s c t URL
count of all Delta flights R U R { Delta } R U /where/carrier=Delta
count of all Delta flights in the Midwest R (Midwest) R { Delta } R U /region/(Midwest)/where/carrier=Delta
count of early flights in 2010 R U D R (2010) /field/carrier/when/(2010)
time-series of all United flights in 2009 R U R U D (2009) /tseries/when/2009/where/carrier=United
heatmap of Delta flights in 2010 D (tile) R { Delta } R (2010) /tile/(tile)/where/carrier=Delta

Fig. 4. A simplified set of queries supported by the nanocube data structure. The column s represents space; t, time; c, category. R means “rollup”,
D means “drilldown”. The value next to R or D contains the subset of that dimension’s domain being selected. We use U to represent the entire
domain (“universe”). Omitted here, but supported by our structure, are: the extra parameter for number of steps throughout the time region in a
time-based drilldown; multiple categories with separate rollups and drilldowns; tiles of variable resolution.

sulting relation. In our running example these combinations are (An-
droid, en), (iPhone, en), and (iPhone, ru). The cube operation is the
result of collecting all possible group by aggregations into a single re-
lation for a given list of attributes. In our running example, the cube
for count on Device and Language would be the same as the union
of four group by’s: on (1) no attributes; on (2) Device only; on (3)
Language only; and (4) on Device and Language (2n group bys where
n is the number of input attributes):

Country Device Language Count
All All All 5
All Android All 2
All iPhone All 3
All All eu 4
All All ru 1
All iPhone ru 1
All Android en 2
All iPhone en 2
All iPhone ru 1

Finally, a roll up is a constrained version of the cube operation where
the order of the input attributes is important. So a roll up on Device
and Language (in this order) means the union of group by’s on: (1)
no attributes; (2) Device; and (3) Device and Language. Note that the
group by on Language only is not part of the roll up. As the results
of group by’s, cubes and roll ups can be seen as relations, we can
naturally compose such operations. As we will describe nanocubes is
a specialized data structure to store and query cubes of roll ups.

4 NANOCUBES: A COMPACT, SPATIOTEMPORAL ROLL-UP
CUBE

Data visualizations in a computer are necessarily bounded by display
size, and so we would like to be able to quickly collect subspaces of
the dataset that would end up in the same pixel on the screen. How-
ever, spatiotemporal navigation is inherently multiscale. The same
data structure should support quick indexing for a visualization over
multiple years of time series and for drilling down into one particu-
lar hour or day. Similarly, the data cube should support aggregation
queries over vast spatial regions covering entire continents, as well as
very narrow queries covering only a few city blocks.

The database notion of roll ups (Section 3), in a sense, aligns nicely
with the notion of Level of Detail. For example, if the records of a table
(relation) contain a location attribute, one can design a roll up query
whose resulting relation encodes the same information as the one en-
coded in a level of detail data structure. More concretely, suppose
`1, . . . ,`k are attributes computed from the original location attribute
and yield ’quad-tree addresses’ of increasingly higher levels of detail
(from 1 to k). A roll up query on these (computed) attributes results in,
essentially, the same information as the one contained in a quad-tree
(given that we are keeping the same summary in both, e.g.count). At
first, this connection might be obvious but bridges between terminolo-
gies from different areas is usually important. As it turns out, only later
in the development of nanocubes is that we became aware of Hierar-
chical Dwarf-Cubes [29], which is a highly related to nanocubes and
was developed by the database community to efficiently store results
of aggreagation queries.

The second important notion in the design of nanocubes is the idea
that we want to combine aggregations of independent dimensions at

independent levels of detail. For example we might want to know for
a whole country, what is the spatial distribution of tweets gererated
by an iPhone: coarse on the spatial dimension, but specific on the
device dimension; conversely we might want to know the distribu-
tion of tweets (coarse on device) in a small block of a city (fine in
space). In relational database terminology, this model has a name: it
is a cube of roll-ups, or a roll-up cube. Now with the language set up,
we can state: A nanocube is a data structure to efficiently store and
query spatio-temporal roll-up cubes. Besides implmentation tricks
(e.g. tagged pointers, carefully design of the bit layout of the struc-
tures, specifically designed to live in main memory), there is, to the
best of our knowledge, a qualitative difference in nanocubes to other
data structures like [29]. The difference is in what nanocubes store for
each aggregation which is deeply related to spatio-temporal datasets:
it stores time series in a sparse summed table format. This element of
nanocubes is explained in Section 4.3 and, cannot be cannot be effi-
ciently simulated (memory-wise) by previous datastructures.

In the remainder of this section, we present a formal description
of the components that make up our nanocube index, pseudo-code
for building nanocubes together with an illustrated example, and how
queries are made against our index.

4.1 Definitions
Let O be a set of objects. A labeling function ` : O ! L associates a
label value to the objects of O. We can think of ` as an attribute in
a relational database. In connection with the level of detail discus-
sion above, if `1 and `2 are two labeling functions for O, we say `1 is
coarser than `2 or that `2 is finer than `1 if for any two objects o,o0 2 O
the implication `2(o) = `2(o0) ) `1(o) = `1(o0) holds. We denote this
fact by `1 < `2.

A sequence of labeling functions c = [`1,`, . . . ,`k] for objects O
is a chain for O if every labeling function is coarser than the next
labeling function in the sequence: `i < `i+1. Note how chains are
related to roll ups, we avoid the same name to not overload more the
term roll up. The number of levels of a chain is defined by levels(c) =
|c|+1. An indexing schema for objects O consists of a sequence of
chains S = [c1,c2, . . . ,cn]. The dimension of an indexing schema S
is the length of its sequence of chains and is denoted by dim(S). The
multiplicity of a schema S is the product of its chains’ number of levels:
µ(S) = ’n

i=1 levels(ci).
A full assignment for a sequence of labeling functions [`1,`2, . . . ,`k]

is a sequence of label values [v1,v2, . . . ,vk] where vi is a label value
under `i. Any prefix of a full assignment for a sequence of label-
ing functions, including the empty one, is referred to as a partial as-
signment. Note that an full assignment is also a patial assignment
since a sequence is also a prefix of itself. An address on a schema
is a sequence of partial assignments for its chains, more formally, if
S = [c1,c2, . . . ,cn] is an indexing schema, then a = [p1, p2, . . . , pn] is
an address of S if pi is a partial assignment for chain ci. The set of pos-
sible addresses of S is denoted by addr(S). and its size is referred to as
the Global Cardinality of S. The subset of addr(S) whose addresses
contain only full assignments is called the Key Cardinality of S. The
key Key Cardinality is exactely the number of the finest resoultion bins
a nanocube can store.

The addresses of an object o under indexing schema S, denoted by
addr(o,S) are all the addresses in addr(S) whose partial assignments
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Fig. 5. A sample relation and its associated aggregation operators.
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1: function NANOCUBE([o1,o2, . . . ,on], S, `time) . n > 0
2: nano cube NODE( ) . New empty node
3: for i = 1 to n do
4: updated nodes /0
5: ADD(nano cube, oi, 1, S, `time, updated nodes)
6: end for
7: return nano cube
8: end function

1: function TRAILPROPERPATH(root, [v1, . . . ,vk])
2: stack STACK( ) . New Empty Stack
3: PUSH(stack, root)
4: node root
5: for i = 1 to k do
6: child CHILD(node, vi)
7: if child = null then
8: child NEWPROPERCHILD(node, vi, NODE( ))
9: else if ISSHAREDCHILD(node,child) then

10: child REPLACECHILD(node,
child, SHALLOWCOPY(child))

11: end if
12: PUSH(stack, child)
13: node child
14: end for
15: return stack
16: end function

1: function SHALLOWCOPY(node)
2: node sc NODE( )
3: SETSHAREDCONTENT(node sc, CONTENT(node))
4: for v in CHILDRENLABELS(node) do
5: NEWSHAREDCHILD(node sc, v, CHILD(node, v))
6: end for
7: return node sc
8: end function

1: procedure ADD(root, o, d, S, `time, updated nodes)
2: [`1, . . . ,`k] CHAIN(S, d)
3: stack TRAILPROPERPATH(root, [`1(o), . . . ,`k(o)])
4: child null
5: while stack is not empty do
6: node POP(stack)
7: update false
8: if node has a single child then
9: SETSHAREDCONTENT(node, CONTENT(child))

10: else if CONTENT(node) is null then
11: SETPROPERCONTENT(node,

( d= dim(S) ?
SUMMEDTABLETIMESERIES( ) : NODE( ) )

12: update true
13: else if CONTENTISSHARED(node) and

CONTENT(node) not in updated nodes then
14: SETPROPERCONTENT(node,

SHALLOWCOPY(CONTENT(node)))
15: update true
16: else if CONTENTISPROPER(node) then
17: update true
18: end if
19: if update then
20: if d= dim(S) then
21: INSERT(CONTENT(node), `time(o))
22: else
23: ADD(CONTENT(node), o, d+1, updated nodes)
24: end if
25: INSERT(updated nodes, CONTENT(node))
26: end if
27: child node
28: end while
29: end procedure

Fig. 3. Pseudo-code of an algorithm to build nanocubes.

exploits unique characteristics of space and time to get a good com-
promise between space usage and efficiency of queries (Sections 4.2.1
and 6). Second, we show how these structures enable the visualiza-
tions which are common in interactive tools (Section 4.3).

There have been recent efforts to build data cube structures specif-
ically suited for visualization. Crossfilter [32] is a software package
built on the clever observation that many queries in interactive visual-
ization are incremental: assuming that previous results are available,
the results needed for the next query can be quickly computed. Unfor-
tunately, we do not see easily how this would work for the multiscale
queries necessary in a spatiotemporal setting. Just as recently, Kandel
et al. have proposed Datavore, a column-oriented database support fast
data cube queries [17], and Liu et al. leverage graphics hardware in iM-
mens, achieving extremely fast queries over large data [20]. While we
defer to Section 7 a full discussion and direct comparison of nanocubes
to Datavore and iMmens, we show in Figure 14 that nanocubes achieve
good performance for both sparse (the regime where Datavore’s data
structures are ideal) and dense occupation of key space (where iM-
mens’s are).

3 DATA CUBES

Following common practice, we will call the table in Figure 5 a rela-
tion, its columns attributes, its lines records, and its entries values. An
aggregation represents the idea of selecting a certain group of records
from a relation and summarizing this group using an aggregation func-
tion (e.g. count, sum, max, min). For example, a possible aggrega-
tion for the relation A could be to select all its records and summarize
those using count, yielding five as the aggregation result. If we al-
low a special value All to be a valid attribute value, we could represent
this aggregation as relation B in Figure 5.

A record that contains the special value All is an aggregation record.

Using this notation, it is easy to understand some conventional ways
of describing aggregations for a given relation: group by, cube, and
rollup. A group by operation is one in which a relation is derived from
a base relation given a list of attributes and an aggregate function. For
example, group by on attributes Device and Language with the count
aggregate function results in the relation C in Figure 5.

Note that for every different combination of values present in the
attributes of a base relation an aggregation record is added to the re-
sulting relation. In our running example (Figure 5) these combinations
are (Android, en), (iPhone, en), and (iPhone, ru). The cube operation
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5: ADD(nano cube, oi, 1, S, `time, updated nodes)
6: end for
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8: end function

1: function TRAILPROPERPATH(root, [v1, . . . ,vk])
2: stack STACK( ) . New Empty Stack
3: PUSH(stack, root)
4: node root
5: for i = 1 to k do
6: child CHILD(node, vi)
7: if child = null then
8: child NEWPROPERCHILD(node, vi, NODE( ))
9: else if ISSHAREDCHILD(node,child) then

10: child REPLACECHILD(node,
child, SHALLOWCOPY(child))

11: end if
12: PUSH(stack, child)
13: node child
14: end for
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16: end function

1: function SHALLOWCOPY(node)
2: node sc NODE( )
3: SETSHAREDCONTENT(node sc, CONTENT(node))
4: for v in CHILDRENLABELS(node) do
5: NEWSHAREDCHILD(node sc, v, CHILD(node, v))
6: end for
7: return node sc
8: end function

1: procedure ADD(root, o, d, S, `time, updated nodes)
2: [`1, . . . ,`k] CHAIN(S, d)
3: stack TRAILPROPERPATH(root, [`1(o), . . . ,`k(o)])
4: child null
5: while stack is not empty do
6: node POP(stack)
7: update false
8: if node has a single child then
9: SETSHAREDCONTENT(node, CONTENT(child))

10: else if CONTENT(node) is null then
11: SETPROPERCONTENT(node,

( d= dim(S) ?
SUMMEDTABLETIMESERIES( ) : NODE( ) )

12: update true
13: else if CONTENTISSHARED(node) and

CONTENT(node) not in updated nodes then
14: SETPROPERCONTENT(node,

SHALLOWCOPY(CONTENT(node)))
15: update true
16: else if CONTENTISPROPER(node) then
17: update true
18: end if
19: if update then
20: if d= dim(S) then
21: INSERT(CONTENT(node), `time(o))
22: else
23: ADD(CONTENT(node), o, d+1, updated nodes)
24: end if
25: INSERT(updated nodes, CONTENT(node))
26: end if
27: child node
28: end while
29: end procedure

Fig. 3. Pseudo-code of an algorithm to build nanocubes.

Our technique is most closely related to the work of Sismanis et
al. [30, 29]. Specifically, we use similar ideas to reduce the size of
a data cube from potentially exponential in the cardinality of the key
space (we define these terms in Section 4.1) to essentially linear [31].
Nanocubes improve on Sismanis et al.’s work in two fundamental di-
rections. First, we develop a model for spatiotemporal data cubes that
exploits unique characteristics of space and time to get a good com-
promise between space usage and efficiency of queries (Sections 4.2.1
and 6). Second, we show how these structures enable the visualiza-
tions which are common in interactive tools (Section 4.3).

There have also been recent efforts to build data cube structures
specifically suited for visualization. Crossfilter [32] is a software pack-
age built on the clever observation that many queries in interactive vi-
sualization are incremental: assuming that previous results are avail-
able, the results needed for the next query can be quickly computed.
Unfortunately, we do not see easily how this would work for the multi-
scale queries necessary in a spatiotemporal setting. Just as recently,
Kandel et al. have proposed Datavore, a column-oriented data cube
representation [17], and Liu et al. leverage graphics hardware in iM-
mens, achieving extremely fast queries over large data [20]. While we
defer to Section 7 a full discussion and direct comparison of nanocubes
to Datavore and iMmens, we show in Figure 13 that nanocubes achieve
good performance for both sparse (the regime where Datavore’s data
structures are ideal) and dense occupation of key space (where iM-
mens’s are).

3 DATA CUBES

In the relational databases community, the table below is a relation, its
columns are attributes, its lines are records, and its entries are values.

Country Device Language
US Android en
US iPhone ru

South Africa iPhone en
India Android en

Australia iPhone en

An aggregation represents the idea of selecting a certain group of
records from a relation and summarizing this group using an aggrega-
tion function (e.g.count, sum, max, min). For example, a possible
aggregation for the relation above could be to select all its records and
summarize those using count. In this case, five would be the final
aggregation result. If we allow entries in the record to have a special
value All, we could represent this aggreation as the following relation:

Country Device Language Count
All All All 5

We refer to records in a relation that contain the special value All as ag-
gregation records. Using this notation, it is easy to understand the con-
ventional ways of describing aggregations for a given relation: group
by, cube, and rollup. A group by operation is one in which a relation is
derived from a base relation given a list of attributes and an aggregate
function. For example, group by on attributes Device and Language
with the count aggregate function results in the relation:

Country Device Language Count
All Android en 2
All iPhone en 2
All iPhone ru 1

Note that for every different combination of values present in the at-
tributes of the base relation an aggregation record is added to the re-
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11: end if
12: PUSH(stack, child)
13: node child
14: end for
15: return stack
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4: for v in CHILDRENLABELS(node) do
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2: [`1, . . . ,`k] CHAIN(S, d)
3: stack TRAILPROPERPATH(root, [`1(o), . . . ,`k(o)])
4: child null
5: while stack is not empty do
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7: update false
8: if node has a single child then
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10: else if CONTENT(node) is null then
11: SETPROPERCONTENT(node,
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SUMMEDTABLETIMESERIES( ) : NODE( ) )

12: update true
13: else if CONTENTISSHARED(node) and

CONTENT(node) not in updated nodes then
14: SETPROPERCONTENT(node,
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20: if d= dim(S) then
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22: else
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26: end if
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28: end while
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Fig. 3. Pseudo-code of an algorithm to build nanocubes.

Our technique is most closely related to the work of Sismanis et
al. [30, 29]. Specifically, we use similar ideas to reduce the size of
a data cube from potentially exponential in the cardinality of the key
space (we define these terms in Section 4.1) to essentially linear [31].
Nanocubes improve on Sismanis et al.’s work in two fundamental di-
rections. First, we develop a model for spatiotemporal data cubes that
exploits unique characteristics of space and time to get a good com-
promise between space usage and efficiency of queries (Sections 4.2.1
and 6). Second, we show how these structures enable the visualiza-
tions which are common in interactive tools (Section 4.3).

There have also been recent efforts to build data cube structures
specifically suited for visualization. Crossfilter [32] is a software pack-
age built on the clever observation that many queries in interactive vi-
sualization are incremental: assuming that previous results are avail-
able, the results needed for the next query can be quickly computed.
Unfortunately, we do not see easily how this would work for the multi-
scale queries necessary in a spatiotemporal setting. Just as recently,
Kandel et al. have proposed Datavore, a column-oriented data cube
representation [17], and Liu et al. leverage graphics hardware in iM-
mens, achieving extremely fast queries over large data [20]. While we
defer to Section 7 a full discussion and direct comparison of nanocubes
to Datavore and iMmens, we show in Figure 13 that nanocubes achieve
good performance for both sparse (the regime where Datavore’s data
structures are ideal) and dense occupation of key space (where iM-
mens’s are).

3 DATA CUBES

In the relational databases community, the table below is a relation, its
columns are attributes, its lines are records, and its entries are values.

Country Device Language
US Android en
US iPhone ru

South Africa iPhone en
India Android en

Australia iPhone en

An aggregation represents the idea of selecting a certain group of
records from a relation and summarizing this group using an aggrega-
tion function (e.g.count, sum, max, min). For example, a possible
aggregation for the relation above could be to select all its records and
summarize those using count. In this case, five would be the final
aggregation result. If we allow entries in the record to have a special
value All, we could represent this aggreation as the following relation:

Country Device Language Count
All All All 5

We refer to records in a relation that contain the special value All as ag-
gregation records. Using this notation, it is easy to understand the con-
ventional ways of describing aggregations for a given relation: group
by, cube, and rollup. A group by operation is one in which a relation is
derived from a base relation given a list of attributes and an aggregate
function. For example, group by on attributes Device and Language
with the count aggregate function results in the relation:

Country Device Language Count
All Android en 2
All iPhone en 2
All iPhone ru 1

Note that for every different combination of values present in the at-
tributes of the base relation an aggregation record is added to the re-
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Our technique is most closely related to the work of Sismanis et
al. [30, 29]. Specifically, we use similar ideas to reduce the size of
a data cube from potentially exponential in the cardinality of the key
space (we define these terms in Section 4.1) to essentially linear [31].
Nanocubes improve on Sismanis et al.’s work in two fundamental di-
rections. First, we develop a model for spatiotemporal data cubes that
exploits unique characteristics of space and time to get a good com-
promise between space usage and efficiency of queries (Sections 4.2.1
and 6). Second, we show how these structures enable the visualiza-
tions which are common in interactive tools (Section 4.3).

There have also been recent efforts to build data cube structures
specifically suited for visualization. Crossfilter [32] is a software pack-
age built on the clever observation that many queries in interactive vi-
sualization are incremental: assuming that previous results are avail-
able, the results needed for the next query can be quickly computed.
Unfortunately, we do not see easily how this would work for the multi-
scale queries necessary in a spatiotemporal setting. Just as recently,
Kandel et al. have proposed Datavore, a column-oriented data cube
representation [17], and Liu et al. leverage graphics hardware in iM-
mens, achieving extremely fast queries over large data [20]. While we
defer to Section 7 a full discussion and direct comparison of nanocubes
to Datavore and iMmens, we show in Figure 13 that nanocubes achieve
good performance for both sparse (the regime where Datavore’s data
structures are ideal) and dense occupation of key space (where iM-
mens’s are).

3 DATA CUBES

In the relational databases community, the table below is a relation, its
columns are attributes, its lines are records, and its entries are values.

Country Device Language
US Android en
US iPhone ru

South Africa iPhone en
India Android en

Australia iPhone en

An aggregation represents the idea of selecting a certain group of
records from a relation and summarizing this group using an aggrega-
tion function (e.g.count, sum, max, min). For example, a possible
aggregation for the relation above could be to select all its records and
summarize those using count. In this case, five would be the final
aggregation result. If we allow entries in the record to have a special
value All, we could represent this aggreation as the following relation:

Country Device Language Count
All All All 5

We refer to records in a relation that contain the special value All as ag-
gregation records. Using this notation, it is easy to understand the con-
ventional ways of describing aggregations for a given relation: group
by, cube, and rollup. A group by operation is one in which a relation is
derived from a base relation given a list of attributes and an aggregate
function. For example, group by on attributes Device and Language
with the count aggregate function results in the relation:

Country Device Language Count
All Android en 2
All iPhone en 2
All iPhone ru 1

Note that for every different combination of values present in the at-
tributes of the base relation an aggregation record is added to the re-
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Natural language query s c t URL
count of all Delta flights R U R { Delta } R U /where/carrier=Delta
count of all Delta flights in the Midwest R (Midwest) R { Delta } R U /region/(Midwest)/where/carrier=Delta
count of early flights in 2010 R U D R (2010) /field/carrier/when/(2010)
time-series of all United flights in 2009 R U R U D (2009) /tseries/when/2009/where/carrier=United
heatmap of Delta flights in 2010 D (tile) R { Delta } R (2010) /tile/(tile)/where/carrier=Delta

Fig. 4. A simplified set of queries supported by the nanocube data structure. The column s represents space; t, time; c, category. R means “rollup”,
D means “drilldown”. The value next to R or D contains the subset of that dimension’s domain being selected. We use U to represent the entire
domain (“universe”). Omitted here, but supported by our structure, are: the extra parameter for number of steps throughout the time region in a
time-based drilldown; multiple categories with separate rollups and drilldowns; tiles of variable resolution.

sulting relation. In our running example these combinations are (An-
droid, en), (iPhone, en), and (iPhone, ru). The cube operation is the
result of collecting all possible group by aggregations into a single re-
lation for a given list of attributes. In our running example, the cube
for count on Device and Language would be the same as the union
of four group by’s: on (1) no attributes; on (2) Device only; on (3)
Language only; and (4) on Device and Language (2n group bys where
n is the number of input attributes):

Country Device Language Count
All All All 5
All Android All 2
All iPhone All 3
All All eu 4
All All ru 1
All iPhone ru 1
All Android en 2
All iPhone en 2
All iPhone ru 1

Finally, a roll up is a constrained version of the cube operation where
the order of the input attributes is important. So a roll up on Device
and Language (in this order) means the union of group by’s on: (1)
no attributes; (2) Device; and (3) Device and Language. Note that the
group by on Language only is not part of the roll up. As the results
of group by’s, cubes and roll ups can be seen as relations, we can
naturally compose such operations. As we will describe nanocubes is
a specialized data structure to store and query cubes of roll ups.

4 NANOCUBES: A COMPACT, SPATIOTEMPORAL ROLL-UP
CUBE

Data visualizations in a computer are necessarily bounded by display
size, and so we would like to be able to quickly collect subspaces of
the dataset that would end up in the same pixel on the screen. How-
ever, spatiotemporal navigation is inherently multiscale. The same
data structure should support quick indexing for a visualization over
multiple years of time series and for drilling down into one particu-
lar hour or day. Similarly, the data cube should support aggregation
queries over vast spatial regions covering entire continents, as well as
very narrow queries covering only a few city blocks.

The database notion of roll ups (Section 3), in a sense, aligns nicely
with the notion of Level of Detail. For example, if the records of a table
(relation) contain a location attribute, one can design a roll up query
whose resulting relation encodes the same information as the one en-
coded in a level of detail data structure. More concretely, suppose
`1, . . . ,`k are attributes computed from the original location attribute
and yield ’quad-tree addresses’ of increasingly higher levels of detail
(from 1 to k). A roll up query on these (computed) attributes results in,
essentially, the same information as the one contained in a quad-tree
(given that we are keeping the same summary in both, e.g.count). At
first, this connection might be obvious but bridges between terminolo-
gies from different areas is usually important. As it turns out, only later
in the development of nanocubes is that we became aware of Hierar-
chical Dwarf-Cubes [29], which is a highly related to nanocubes and
was developed by the database community to efficiently store results
of aggreagation queries.

The second important notion in the design of nanocubes is the idea
that we want to combine aggregations of independent dimensions at

independent levels of detail. For example we might want to know for
a whole country, what is the spatial distribution of tweets gererated
by an iPhone: coarse on the spatial dimension, but specific on the
device dimension; conversely we might want to know the distribu-
tion of tweets (coarse on device) in a small block of a city (fine in
space). In relational database terminology, this model has a name: it
is a cube of roll-ups, or a roll-up cube. Now with the language set up,
we can state: A nanocube is a data structure to efficiently store and
query spatio-temporal roll-up cubes. Besides implmentation tricks
(e.g. tagged pointers, carefully design of the bit layout of the struc-
tures, specifically designed to live in main memory), there is, to the
best of our knowledge, a qualitative difference in nanocubes to other
data structures like [29]. The difference is in what nanocubes store for
each aggregation which is deeply related to spatio-temporal datasets:
it stores time series in a sparse summed table format. This element of
nanocubes is explained in Section 4.3 and, cannot be cannot be effi-
ciently simulated (memory-wise) by previous datastructures.

In the remainder of this section, we present a formal description
of the components that make up our nanocube index, pseudo-code
for building nanocubes together with an illustrated example, and how
queries are made against our index.

4.1 Definitions
Let O be a set of objects. A labeling function ` : O ! L associates a
label value to the objects of O. We can think of ` as an attribute in
a relational database. In connection with the level of detail discus-
sion above, if `1 and `2 are two labeling functions for O, we say `1 is
coarser than `2 or that `2 is finer than `1 if for any two objects o,o0 2 O
the implication `2(o) = `2(o0) ) `1(o) = `1(o0) holds. We denote this
fact by `1 < `2.

A sequence of labeling functions c = [`1,`, . . . ,`k] for objects O
is a chain for O if every labeling function is coarser than the next
labeling function in the sequence: `i < `i+1. Note how chains are
related to roll ups, we avoid the same name to not overload more the
term roll up. The number of levels of a chain is defined by levels(c) =
|c|+1. An indexing schema for objects O consists of a sequence of
chains S = [c1,c2, . . . ,cn]. The dimension of an indexing schema S
is the length of its sequence of chains and is denoted by dim(S). The
multiplicity of a schema S is the product of its chains’ number of levels:
µ(S) = ’n

i=1 levels(ci).
A full assignment for a sequence of labeling functions [`1,`2, . . . ,`k]

is a sequence of label values [v1,v2, . . . ,vk] where vi is a label value
under `i. Any prefix of a full assignment for a sequence of label-
ing functions, including the empty one, is referred to as a partial as-
signment. Note that an full assignment is also a patial assignment
since a sequence is also a prefix of itself. An address on a schema
is a sequence of partial assignments for its chains, more formally, if
S = [c1,c2, . . . ,cn] is an indexing schema, then a = [p1, p2, . . . , pn] is
an address of S if pi is a partial assignment for chain ci. The set of pos-
sible addresses of S is denoted by addr(S). and its size is referred to as
the Global Cardinality of S. The subset of addr(S) whose addresses
contain only full assignments is called the Key Cardinality of S. The
key Key Cardinality is exactely the number of the finest resoultion bins
a nanocube can store.

The addresses of an object o under indexing schema S, denoted by
addr(o,S) are all the addresses in addr(S) whose partial assignments
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Fig. 5. A sample relation and its associated aggregation operators.
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Fig. 4. A sample relation and its associated aggregation operators.

4.1 Definitions
Let O be a set of objects. A labeling function ` : O ! L associates a
label value to the objects of O. We can think of ` as an attribute in a
relational database. In connection with the level of detail discussion
above, if `1 and `2 are two labeling functions for O, we say `1 is coarser
than `2 or that `2 is finer than `1 if for any two objects o,o0 2 O the
implication `2(o) = `2(o0) ) `1(o) = `1(o0) holds. We denote this fact
by `1 < `2.

A sequence of labeling functions c = [`1,`, . . . ,`k] for objects O is a
chain for O if every labeling function is coarser than the next labeling
function in the sequence: `i < `i+1. The number of levels of a chain
is defined by levels(c) = |c|+1. An indexing schema for objects O
consists of a sequence of chains S = [c1,c2, . . . ,cn]. The dimension of
an indexing schema S is the length of its sequence of chains and is
denoted by dim(S). The multiplicity of a schema S is the product of its
chains’ number of levels: µ(S) = ’n

i=1 levels(ci).
A full assignment for a sequence of labeling functions [`1,`2, . . . ,`k]

is a sequence of label values [v1,v2, . . . ,vk] where vi is a label value
under `i. Any prefix of a full assignment for a sequence of labeling func-
tions, including the empty one, is referred to as a partial assignment.
Note that a full assignment is also a partial assignment since a sequence
is also a prefix of itself. An address on a schema is a sequence of partial
assignments for its chains, more formally, if S = [c1,c2, . . . ,cn] is an
indexing schema, then a = [p1, p2, . . . , pn] is an address of S if pi is a
partial assignment for chain ci. The set of possible addresses of S is
denoted by addr(S).

The addresses of an object o under indexing schema S, denoted by
addr(o,S) are all the addresses in addr(S) whose partial assignments
are consistent with the label values associated to o and it is easy to
see that the size of addr(o,S) is always µ(S). Besides a schema S,
the definition of a nanocube requires a separate labeling function,
`time : O ! T , which we refer to as the time labeling function since we
use it to encode the temporal aspect of our datasets. Thus, a nanocube
for objects o1, . . . ,on is denoted by:

NANOCUBE([o1, . . . ,on],S,`time)

A key in a nanocube is any pair (a, t) where a 2 addr(S) and corre-
sponds to a full assignment (see definition above) and t 2 T is a possible
time label. If we remove the requirement of a being a full assignment,
we say that pair (a, t) is an aggregate key. Note that every key is also
an aggregate key. The set of all possible keys and the set of all possible
aggregate keys of a nanocube are respectively referred to as its key
space, or K?, and its aggregate key space, or K?

a . The size of the key
space, |K?|, is referred to as its cardinality.

4.2 Building the Index
To ease the remaining exposition, we assume that a nanocube maps an
aggregate key to a count. Nevertheless, nanocubes support any kind
of summary that is an algebra with weighted sums and subtractions.
Notably, this includes linear combinations of moment statistics, with
which we can compute means, variances and covariances.

The pseudo-code for building a nanocube is presented in Figure 3.
The main idea of the algorithm is for every object oi to first find the
finest address of the schema S hit by this object, update the time series
associated with this address and from there on update in a deepest
first fashion, all coarser addresses also hit by oi. Note that the content
of the last dimension of schema S is always a time series and that is
why, in line 21 of ADD, we insert the time label of the current object.
The important trick used is to, when possible, allow for shared links
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• <value> after RD = subset of dimension's domain, U = universe 
• Note that time queries are stored in an array of cumulative counts
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Natural language query s c t URL
count of all Delta flights R U R { Delta } R U /where/carrier=Delta
count of all Delta flights in the Midwest R Midwest R { Delta } R U /region/Midwest/where/carrier=Delta
count of all flights in 2010 R U D R 2010 /field/carrier/when/2010
time-series of all United flights in 2009 R U R { United } D 2009 /tseries/when/2009/where/carrier=United
heatmap of Delta flights in 2010 D tile0 R { Delta } R 2010 /tile/tile0/when/2010/where/carrier=Delta

Fig. 5. A simplified set of queries supported by nanocubes. The column s represents space; t, time; c, category. R means “rollup”, D means
“drilldown”. The value next to R or D contains the subset of that dimension’s domain being selected. U represents the entire domain (“universe”).

guage, but does not include the GROUP BY on Language only. As the
results of GROUP BYs, CUBEs and ROLL UPs can be seen as relations,
we can naturally compose such operators (e.g. a ROLL UP CUBE).

4 NANOCUBE: A COMPACT, SPATIOTEMPORAL DATA CUBE

Data visualizations in a computer are necessarily bounded by display
size, and so we would like to be able to quickly collect subsets of the
dataset that would end up in the same pixel on the screen. However,
spatiotemporal navigation is inherently multiscale. The same data
structure should support quick indexing for a visualization over multiple
years of time series and for drilling down into one particular hour or
day. Similarly, the data cube should support aggregation queries over
vast spatial regions covering entire continents, as well as very narrow
queries covering only a few city blocks.

The database notion of ROLL UP, in a sense, aligns nicely with the
notion of Level of Detail. For example, if the records of a table (relation)
contain a location attribute, one can design a ROLL UP query whose
resulting relation encodes the same information as the one encoded
in a level of detail data structure. More concretely, suppose `1, . . . ,`k
are attributes computed from the original location attribute and yield
“quadtree addresses” of increasingly higher levels of detail (from 1 to k).
A ROLL UP query on these (computed) attributes results in, essentially,
the same information as the one contained in a quadtree (given that we
are keeping the same summary in both, e.g. count).

The second important notion in the design of nanocubes is the idea
that we want to combine aggregations of independent dimensions at
independent levels of detail. For example we might want to know for
a whole country, what is the spatial distribution of tweets generated
by an iPhone: coarse on the spatial dimension, but specific on the
device dimension. Conversely, we might want to know the distribution
of tweets (coarse on device) in a small city block (fine in space). In
relational database terminology, this model has a name: it is a CUBE
of ROLL UP, or a ROLL UP CUBE. With the terminology set, we can
state: a nanocube is a data structure to efficiently store and query
spatiotemporal ROLL UP CUBE. Besides implementation tricks, the
main difference between nanocubes and previously published sparse
coalesced data cubes such as Dwarf cubes [30] is in the design of aggre-
gations across spatiotemporal dimensions (see Sections 4.3.1 and 4.3.3).
Next, we present a formal description of the components that make up
our nanocube index, pseudo-code for building nanocubes, an illustrated
example, and how queries are made against our index.
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1: function NANOCUBE([o1,o2, . . . ,on], S, `time) . n > 0
2: nano cube NODE( ) . New empty node
3: for i = 1 to n do
4: updated nodes /0
5: ADD(nano cube, oi, 1, S, `time, updated nodes)
6: end for
7: return nano cube
8: end function

1: function TRAILPROPERPATH(root, [v1, . . . ,vk])
2: stack STACK( ) . New Empty Stack
3: PUSH(stack, root)
4: node root
5: for i = 1 to k do
6: child CHILD(node, vi)
7: if child = null then
8: child NEWPROPERCHILD(node, vi, NODE( ))
9: else if ISSHAREDCHILD(node,child) then

10: child REPLACECHILD(node,
child, SHALLOWCOPY(child))

11: end if
12: PUSH(stack, child)
13: node child
14: end for
15: return stack
16: end function

1: function SHALLOWCOPY(node)
2: node sc NODE( )
3: SETSHAREDCONTENT(node sc, CONTENT(node))
4: for v in CHILDRENLABELS(node) do
5: NEWSHAREDCHILD(node sc, v, CHILD(node, v))
6: end for
7: return node sc
8: end function

1: procedure ADD(root, o, d, S, `time, updated nodes)
2: [`1, . . . ,`k] CHAIN(S, d)
3: stack TRAILPROPERPATH(root, [`1(o), . . . ,`k(o)])
4: child null
5: while stack is not empty do
6: node POP(stack)
7: update false
8: if node has a single child then
9: SETSHAREDCONTENT(node, CONTENT(child))

10: else if CONTENT(node) is null then
11: SETPROPERCONTENT(node,

( d= dim(S) ?
SUMMEDTABLETIMESERIES( ) : NODE( ) )

12: update true
13: else if CONTENTISSHARED(node) and

CONTENT(node) not in updated nodes then
14: SETPROPERCONTENT(node,

SHALLOWCOPY(CONTENT(node)))
15: update true
16: else if CONTENTISPROPER(node) then
17: update true
18: end if
19: if update then
20: if d= dim(S) then
21: INSERT(CONTENT(node), `time(o))
22: else
23: ADD(CONTENT(node), o, d+1, updated nodes)
24: end if
25: INSERT(updated nodes, CONTENT(node))
26: end if
27: child node
28: end while
29: end procedure

Fig. 3. Pseudo-code of an algorithm to build nanocubes.

exploits unique characteristics of space and time to get a good com-
promise between space usage and efficiency of queries (Sections 4.2.1
and 6). Second, we show how these structures enable the visualiza-
tions which are common in interactive tools (Section 4.3).

There have been recent efforts to build data cube structures specif-
ically suited for visualization. Crossfilter [32] is a software package
built on the clever observation that many queries in interactive visual-
ization are incremental: assuming that previous results are available,
the results needed for the next query can be quickly computed. Unfor-
tunately, we do not see easily how this would work for the multiscale
queries necessary in a spatiotemporal setting. Just as recently, Kandel
et al. have proposed Datavore, a column-oriented database support fast
data cube queries [17], and Liu et al. leverage graphics hardware in iM-
mens, achieving extremely fast queries over large data [20]. While we
defer to Section 7 a full discussion and direct comparison of nanocubes
to Datavore and iMmens, we show in Figure 14 that nanocubes achieve
good performance for both sparse (the regime where Datavore’s data
structures are ideal) and dense occupation of key space (where iM-
mens’s are).

3 DATA CUBES

Following common practice, we will call the table in Figure 5 a rela-
tion, its columns attributes, its lines records, and its entries values. An
aggregation represents the idea of selecting a certain group of records
from a relation and summarizing this group using an aggregation func-
tion (e.g. count, sum, max, min). For example, a possible aggrega-
tion for the relation A could be to select all its records and summarize
those using count, yielding five as the aggregation result. If we al-
low a special value All to be a valid attribute value, we could represent
this aggregation as relation B in Figure 5.

A record that contains the special value All is an aggregation record.

Using this notation, it is easy to understand some conventional ways
of describing aggregations for a given relation: group by, cube, and
rollup. A group by operation is one in which a relation is derived from
a base relation given a list of attributes and an aggregate function. For
example, group by on attributes Device and Language with the count
aggregate function results in the relation C in Figure 5.

Note that for every different combination of values present in the
attributes of a base relation an aggregation record is added to the re-
sulting relation. In our running example (Figure 5) these combinations
are (Android, en), (iPhone, en), and (iPhone, ru). The cube operation
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21: INSERT(CONTENT(node), `time(o))
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24: end if
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26: end if
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Fig. 3. Pseudo-code of an algorithm to build nanocubes.

Our technique is most closely related to the work of Sismanis et
al. [30, 29]. Specifically, we use similar ideas to reduce the size of
a data cube from potentially exponential in the cardinality of the key
space (we define these terms in Section 4.1) to essentially linear [31].
Nanocubes improve on Sismanis et al.’s work in two fundamental di-
rections. First, we develop a model for spatiotemporal data cubes that
exploits unique characteristics of space and time to get a good com-
promise between space usage and efficiency of queries (Sections 4.2.1
and 6). Second, we show how these structures enable the visualiza-
tions which are common in interactive tools (Section 4.3).

There have also been recent efforts to build data cube structures
specifically suited for visualization. Crossfilter [32] is a software pack-
age built on the clever observation that many queries in interactive vi-
sualization are incremental: assuming that previous results are avail-
able, the results needed for the next query can be quickly computed.
Unfortunately, we do not see easily how this would work for the multi-
scale queries necessary in a spatiotemporal setting. Just as recently,
Kandel et al. have proposed Datavore, a column-oriented data cube
representation [17], and Liu et al. leverage graphics hardware in iM-
mens, achieving extremely fast queries over large data [20]. While we
defer to Section 7 a full discussion and direct comparison of nanocubes
to Datavore and iMmens, we show in Figure 13 that nanocubes achieve
good performance for both sparse (the regime where Datavore’s data
structures are ideal) and dense occupation of key space (where iM-
mens’s are).

3 DATA CUBES

In the relational databases community, the table below is a relation, its
columns are attributes, its lines are records, and its entries are values.

Country Device Language
US Android en
US iPhone ru

South Africa iPhone en
India Android en

Australia iPhone en

An aggregation represents the idea of selecting a certain group of
records from a relation and summarizing this group using an aggrega-
tion function (e.g.count, sum, max, min). For example, a possible
aggregation for the relation above could be to select all its records and
summarize those using count. In this case, five would be the final
aggregation result. If we allow entries in the record to have a special
value All, we could represent this aggreation as the following relation:

Country Device Language Count
All All All 5

We refer to records in a relation that contain the special value All as ag-
gregation records. Using this notation, it is easy to understand the con-
ventional ways of describing aggregations for a given relation: group
by, cube, and rollup. A group by operation is one in which a relation is
derived from a base relation given a list of attributes and an aggregate
function. For example, group by on attributes Device and Language
with the count aggregate function results in the relation:

Country Device Language Count
All Android en 2
All iPhone en 2
All iPhone ru 1

Note that for every different combination of values present in the at-
tributes of the base relation an aggregation record is added to the re-

3
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Our technique is most closely related to the work of Sismanis et
al. [30, 29]. Specifically, we use similar ideas to reduce the size of
a data cube from potentially exponential in the cardinality of the key
space (we define these terms in Section 4.1) to essentially linear [31].
Nanocubes improve on Sismanis et al.’s work in two fundamental di-
rections. First, we develop a model for spatiotemporal data cubes that
exploits unique characteristics of space and time to get a good com-
promise between space usage and efficiency of queries (Sections 4.2.1
and 6). Second, we show how these structures enable the visualiza-
tions which are common in interactive tools (Section 4.3).

There have also been recent efforts to build data cube structures
specifically suited for visualization. Crossfilter [32] is a software pack-
age built on the clever observation that many queries in interactive vi-
sualization are incremental: assuming that previous results are avail-
able, the results needed for the next query can be quickly computed.
Unfortunately, we do not see easily how this would work for the multi-
scale queries necessary in a spatiotemporal setting. Just as recently,
Kandel et al. have proposed Datavore, a column-oriented data cube
representation [17], and Liu et al. leverage graphics hardware in iM-
mens, achieving extremely fast queries over large data [20]. While we
defer to Section 7 a full discussion and direct comparison of nanocubes
to Datavore and iMmens, we show in Figure 13 that nanocubes achieve
good performance for both sparse (the regime where Datavore’s data
structures are ideal) and dense occupation of key space (where iM-
mens’s are).

3 DATA CUBES

In the relational databases community, the table below is a relation, its
columns are attributes, its lines are records, and its entries are values.
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US Android en
US iPhone ru
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An aggregation represents the idea of selecting a certain group of
records from a relation and summarizing this group using an aggrega-
tion function (e.g.count, sum, max, min). For example, a possible
aggregation for the relation above could be to select all its records and
summarize those using count. In this case, five would be the final
aggregation result. If we allow entries in the record to have a special
value All, we could represent this aggreation as the following relation:

Country Device Language Count
All All All 5

We refer to records in a relation that contain the special value All as ag-
gregation records. Using this notation, it is easy to understand the con-
ventional ways of describing aggregations for a given relation: group
by, cube, and rollup. A group by operation is one in which a relation is
derived from a base relation given a list of attributes and an aggregate
function. For example, group by on attributes Device and Language
with the count aggregate function results in the relation:
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Note that for every different combination of values present in the at-
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tributes of the base relation an aggregation record is added to the re-
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Natural language query s c t URL
count of all Delta flights R U R { Delta } R U /where/carrier=Delta
count of all Delta flights in the Midwest R (Midwest) R { Delta } R U /region/(Midwest)/where/carrier=Delta
count of early flights in 2010 R U D R (2010) /field/carrier/when/(2010)
time-series of all United flights in 2009 R U R U D (2009) /tseries/when/2009/where/carrier=United
heatmap of Delta flights in 2010 D (tile) R { Delta } R (2010) /tile/(tile)/where/carrier=Delta

Fig. 4. A simplified set of queries supported by the nanocube data structure. The column s represents space; t, time; c, category. R means “rollup”,
D means “drilldown”. The value next to R or D contains the subset of that dimension’s domain being selected. We use U to represent the entire
domain (“universe”). Omitted here, but supported by our structure, are: the extra parameter for number of steps throughout the time region in a
time-based drilldown; multiple categories with separate rollups and drilldowns; tiles of variable resolution.

sulting relation. In our running example these combinations are (An-
droid, en), (iPhone, en), and (iPhone, ru). The cube operation is the
result of collecting all possible group by aggregations into a single re-
lation for a given list of attributes. In our running example, the cube
for count on Device and Language would be the same as the union
of four group by’s: on (1) no attributes; on (2) Device only; on (3)
Language only; and (4) on Device and Language (2n group bys where
n is the number of input attributes):

Country Device Language Count
All All All 5
All Android All 2
All iPhone All 3
All All eu 4
All All ru 1
All iPhone ru 1
All Android en 2
All iPhone en 2
All iPhone ru 1

Finally, a roll up is a constrained version of the cube operation where
the order of the input attributes is important. So a roll up on Device
and Language (in this order) means the union of group by’s on: (1)
no attributes; (2) Device; and (3) Device and Language. Note that the
group by on Language only is not part of the roll up. As the results
of group by’s, cubes and roll ups can be seen as relations, we can
naturally compose such operations. As we will describe nanocubes is
a specialized data structure to store and query cubes of roll ups.

4 NANOCUBES: A COMPACT, SPATIOTEMPORAL ROLL-UP
CUBE

Data visualizations in a computer are necessarily bounded by display
size, and so we would like to be able to quickly collect subspaces of
the dataset that would end up in the same pixel on the screen. How-
ever, spatiotemporal navigation is inherently multiscale. The same
data structure should support quick indexing for a visualization over
multiple years of time series and for drilling down into one particu-
lar hour or day. Similarly, the data cube should support aggregation
queries over vast spatial regions covering entire continents, as well as
very narrow queries covering only a few city blocks.

The database notion of roll ups (Section 3), in a sense, aligns nicely
with the notion of Level of Detail. For example, if the records of a table
(relation) contain a location attribute, one can design a roll up query
whose resulting relation encodes the same information as the one en-
coded in a level of detail data structure. More concretely, suppose
`1, . . . ,`k are attributes computed from the original location attribute
and yield ’quad-tree addresses’ of increasingly higher levels of detail
(from 1 to k). A roll up query on these (computed) attributes results in,
essentially, the same information as the one contained in a quad-tree
(given that we are keeping the same summary in both, e.g.count). At
first, this connection might be obvious but bridges between terminolo-
gies from different areas is usually important. As it turns out, only later
in the development of nanocubes is that we became aware of Hierar-
chical Dwarf-Cubes [29], which is a highly related to nanocubes and
was developed by the database community to efficiently store results
of aggreagation queries.

The second important notion in the design of nanocubes is the idea
that we want to combine aggregations of independent dimensions at

independent levels of detail. For example we might want to know for
a whole country, what is the spatial distribution of tweets gererated
by an iPhone: coarse on the spatial dimension, but specific on the
device dimension; conversely we might want to know the distribu-
tion of tweets (coarse on device) in a small block of a city (fine in
space). In relational database terminology, this model has a name: it
is a cube of roll-ups, or a roll-up cube. Now with the language set up,
we can state: A nanocube is a data structure to efficiently store and
query spatio-temporal roll-up cubes. Besides implmentation tricks
(e.g. tagged pointers, carefully design of the bit layout of the struc-
tures, specifically designed to live in main memory), there is, to the
best of our knowledge, a qualitative difference in nanocubes to other
data structures like [29]. The difference is in what nanocubes store for
each aggregation which is deeply related to spatio-temporal datasets:
it stores time series in a sparse summed table format. This element of
nanocubes is explained in Section 4.3 and, cannot be cannot be effi-
ciently simulated (memory-wise) by previous datastructures.

In the remainder of this section, we present a formal description
of the components that make up our nanocube index, pseudo-code
for building nanocubes together with an illustrated example, and how
queries are made against our index.

4.1 Definitions
Let O be a set of objects. A labeling function ` : O ! L associates a
label value to the objects of O. We can think of ` as an attribute in
a relational database. In connection with the level of detail discus-
sion above, if `1 and `2 are two labeling functions for O, we say `1 is
coarser than `2 or that `2 is finer than `1 if for any two objects o,o0 2 O
the implication `2(o) = `2(o0) ) `1(o) = `1(o0) holds. We denote this
fact by `1 < `2.

A sequence of labeling functions c = [`1,`, . . . ,`k] for objects O
is a chain for O if every labeling function is coarser than the next
labeling function in the sequence: `i < `i+1. Note how chains are
related to roll ups, we avoid the same name to not overload more the
term roll up. The number of levels of a chain is defined by levels(c) =
|c|+1. An indexing schema for objects O consists of a sequence of
chains S = [c1,c2, . . . ,cn]. The dimension of an indexing schema S
is the length of its sequence of chains and is denoted by dim(S). The
multiplicity of a schema S is the product of its chains’ number of levels:
µ(S) = ’n

i=1 levels(ci).
A full assignment for a sequence of labeling functions [`1,`2, . . . ,`k]

is a sequence of label values [v1,v2, . . . ,vk] where vi is a label value
under `i. Any prefix of a full assignment for a sequence of label-
ing functions, including the empty one, is referred to as a partial as-
signment. Note that an full assignment is also a patial assignment
since a sequence is also a prefix of itself. An address on a schema
is a sequence of partial assignments for its chains, more formally, if
S = [c1,c2, . . . ,cn] is an indexing schema, then a = [p1, p2, . . . , pn] is
an address of S if pi is a partial assignment for chain ci. The set of pos-
sible addresses of S is denoted by addr(S). and its size is referred to as
the Global Cardinality of S. The subset of addr(S) whose addresses
contain only full assignments is called the Key Cardinality of S. The
key Key Cardinality is exactely the number of the finest resoultion bins
a nanocube can store.

The addresses of an object o under indexing schema S, denoted by
addr(o,S) are all the addresses in addr(S) whose partial assignments
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Fig. 5. A sample relation and its associated aggregation operators.
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1: function NANOCUBE([o1,o2, . . . ,on], S, `time) . n > 0
2: nano cube NODE( ) . New empty node
3: for i = 1 to n do
4: updated nodes /0
5: ADD(nano cube, oi, 1, S, `time, updated nodes)
6: end for
7: return nano cube
8: end function

1: function TRAILPROPERPATH(root, [v1, . . . ,vk])
2: stack STACK( ) . New Empty Stack
3: PUSH(stack, root)
4: node root
5: for i = 1 to k do
6: child CHILD(node, vi)
7: if child = null then
8: child NEWPROPERCHILD(node, vi, NODE( ))
9: else if ISSHAREDCHILD(node,child) then

10: child REPLACECHILD(node,
child, SHALLOWCOPY(child))

11: end if
12: PUSH(stack, child)
13: node child
14: end for
15: return stack
16: end function

1: function SHALLOWCOPY(node)
2: node sc NODE( )
3: SETSHAREDCONTENT(node sc, CONTENT(node))
4: for v in CHILDRENLABELS(node) do
5: NEWSHAREDCHILD(node sc, v, CHILD(node, v))
6: end for
7: return node sc
8: end function

1: procedure ADD(root, o, d, S, `time, updated nodes)
2: [`1, . . . ,`k] CHAIN(S, d)
3: stack TRAILPROPERPATH(root, [`1(o), . . . ,`k(o)])
4: child null
5: while stack is not empty do
6: node POP(stack)
7: update false
8: if node has a single child then
9: SETSHAREDCONTENT(node, CONTENT(child))

10: else if CONTENT(node) is null then
11: SETPROPERCONTENT(node,

( d= dim(S) ?
SUMMEDTABLETIMESERIES( ) : NODE( ) )

12: update true
13: else if CONTENTISSHARED(node) and

CONTENT(node) not in updated nodes then
14: SETPROPERCONTENT(node,

SHALLOWCOPY(CONTENT(node)))
15: update true
16: else if CONTENTISPROPER(node) then
17: update true
18: end if
19: if update then
20: if d= dim(S) then
21: INSERT(CONTENT(node), `time(o))
22: else
23: ADD(CONTENT(node), o, d+1, updated nodes)
24: end if
25: INSERT(updated nodes, CONTENT(node))
26: end if
27: child node
28: end while
29: end procedure

Fig. 3. Pseudo-code of an algorithm to build nanocubes.

exploits unique characteristics of space and time to get a good com-
promise between space usage and efficiency of queries (Sections 4.2.1
and 6). Second, we show how these structures enable the visualiza-
tions which are common in interactive tools (Section 4.3).

There have been recent efforts to build data cube structures specif-
ically suited for visualization. Crossfilter [32] is a software package
built on the clever observation that many queries in interactive visual-
ization are incremental: assuming that previous results are available,
the results needed for the next query can be quickly computed. Unfor-
tunately, we do not see easily how this would work for the multiscale
queries necessary in a spatiotemporal setting. Just as recently, Kandel
et al. have proposed Datavore, a column-oriented database support fast
data cube queries [17], and Liu et al. leverage graphics hardware in iM-
mens, achieving extremely fast queries over large data [20]. While we
defer to Section 7 a full discussion and direct comparison of nanocubes
to Datavore and iMmens, we show in Figure 14 that nanocubes achieve
good performance for both sparse (the regime where Datavore’s data
structures are ideal) and dense occupation of key space (where iM-
mens’s are).

3 DATA CUBES

Following common practice, we will call the table in Figure 5 a rela-
tion, its columns attributes, its lines records, and its entries values. An
aggregation represents the idea of selecting a certain group of records
from a relation and summarizing this group using an aggregation func-
tion (e.g. count, sum, max, min). For example, a possible aggrega-
tion for the relation A could be to select all its records and summarize
those using count, yielding five as the aggregation result. If we al-
low a special value All to be a valid attribute value, we could represent
this aggregation as relation B in Figure 5.

A record that contains the special value All is an aggregation record.

Using this notation, it is easy to understand some conventional ways
of describing aggregations for a given relation: group by, cube, and
rollup. A group by operation is one in which a relation is derived from
a base relation given a list of attributes and an aggregate function. For
example, group by on attributes Device and Language with the count
aggregate function results in the relation C in Figure 5.

Note that for every different combination of values present in the
attributes of a base relation an aggregation record is added to the re-
sulting relation. In our running example (Figure 5) these combinations
are (Android, en), (iPhone, en), and (iPhone, ru). The cube operation
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1: function TRAILPROPERPATH(root, [v1, . . . ,vk])
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8: child NEWPROPERCHILD(node, vi, NODE( ))
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10: child REPLACECHILD(node,
child, SHALLOWCOPY(child))
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1: function SHALLOWCOPY(node)
2: node sc NODE( )
3: SETSHAREDCONTENT(node sc, CONTENT(node))
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1: procedure ADD(root, o, d, S, `time, updated nodes)
2: [`1, . . . ,`k] CHAIN(S, d)
3: stack TRAILPROPERPATH(root, [`1(o), . . . ,`k(o)])
4: child null
5: while stack is not empty do
6: node POP(stack)
7: update false
8: if node has a single child then
9: SETSHAREDCONTENT(node, CONTENT(child))

10: else if CONTENT(node) is null then
11: SETPROPERCONTENT(node,

( d= dim(S) ?
SUMMEDTABLETIMESERIES( ) : NODE( ) )

12: update true
13: else if CONTENTISSHARED(node) and

CONTENT(node) not in updated nodes then
14: SETPROPERCONTENT(node,

SHALLOWCOPY(CONTENT(node)))
15: update true
16: else if CONTENTISPROPER(node) then
17: update true
18: end if
19: if update then
20: if d= dim(S) then
21: INSERT(CONTENT(node), `time(o))
22: else
23: ADD(CONTENT(node), o, d+1, updated nodes)
24: end if
25: INSERT(updated nodes, CONTENT(node))
26: end if
27: child node
28: end while
29: end procedure

Fig. 3. Pseudo-code of an algorithm to build nanocubes.

Our technique is most closely related to the work of Sismanis et
al. [30, 29]. Specifically, we use similar ideas to reduce the size of
a data cube from potentially exponential in the cardinality of the key
space (we define these terms in Section 4.1) to essentially linear [31].
Nanocubes improve on Sismanis et al.’s work in two fundamental di-
rections. First, we develop a model for spatiotemporal data cubes that
exploits unique characteristics of space and time to get a good com-
promise between space usage and efficiency of queries (Sections 4.2.1
and 6). Second, we show how these structures enable the visualiza-
tions which are common in interactive tools (Section 4.3).

There have also been recent efforts to build data cube structures
specifically suited for visualization. Crossfilter [32] is a software pack-
age built on the clever observation that many queries in interactive vi-
sualization are incremental: assuming that previous results are avail-
able, the results needed for the next query can be quickly computed.
Unfortunately, we do not see easily how this would work for the multi-
scale queries necessary in a spatiotemporal setting. Just as recently,
Kandel et al. have proposed Datavore, a column-oriented data cube
representation [17], and Liu et al. leverage graphics hardware in iM-
mens, achieving extremely fast queries over large data [20]. While we
defer to Section 7 a full discussion and direct comparison of nanocubes
to Datavore and iMmens, we show in Figure 13 that nanocubes achieve
good performance for both sparse (the regime where Datavore’s data
structures are ideal) and dense occupation of key space (where iM-
mens’s are).

3 DATA CUBES

In the relational databases community, the table below is a relation, its
columns are attributes, its lines are records, and its entries are values.

Country Device Language
US Android en
US iPhone ru

South Africa iPhone en
India Android en

Australia iPhone en

An aggregation represents the idea of selecting a certain group of
records from a relation and summarizing this group using an aggrega-
tion function (e.g.count, sum, max, min). For example, a possible
aggregation for the relation above could be to select all its records and
summarize those using count. In this case, five would be the final
aggregation result. If we allow entries in the record to have a special
value All, we could represent this aggreation as the following relation:

Country Device Language Count
All All All 5

We refer to records in a relation that contain the special value All as ag-
gregation records. Using this notation, it is easy to understand the con-
ventional ways of describing aggregations for a given relation: group
by, cube, and rollup. A group by operation is one in which a relation is
derived from a base relation given a list of attributes and an aggregate
function. For example, group by on attributes Device and Language
with the count aggregate function results in the relation:

Country Device Language Count
All Android en 2
All iPhone en 2
All iPhone ru 1

Note that for every different combination of values present in the at-
tributes of the base relation an aggregation record is added to the re-

3

Online Submission ID: 276

1: function NANOCUBE([o1,o2, . . . ,on], S, `time) . n > 0
2: nano cube NODE( ) . New empty node
3: for i = 1 to n do
4: updated nodes /0
5: ADD(nano cube, oi, 1, S, `time, updated nodes)
6: end for
7: return nano cube
8: end function

1: function TRAILPROPERPATH(root, [v1, . . . ,vk])
2: stack STACK( ) . New Empty Stack
3: PUSH(stack, root)
4: node root
5: for i = 1 to k do
6: child CHILD(node, vi)
7: if child = null then
8: child NEWPROPERCHILD(node, vi, NODE( ))
9: else if ISSHAREDCHILD(node,child) then

10: child REPLACECHILD(node,
child, SHALLOWCOPY(child))

11: end if
12: PUSH(stack, child)
13: node child
14: end for
15: return stack
16: end function

1: function SHALLOWCOPY(node)
2: node sc NODE( )
3: SETSHAREDCONTENT(node sc, CONTENT(node))
4: for v in CHILDRENLABELS(node) do
5: NEWSHAREDCHILD(node sc, v, CHILD(node, v))
6: end for
7: return node sc
8: end function

1: procedure ADD(root, o, d, S, `time, updated nodes)
2: [`1, . . . ,`k] CHAIN(S, d)
3: stack TRAILPROPERPATH(root, [`1(o), . . . ,`k(o)])
4: child null
5: while stack is not empty do
6: node POP(stack)
7: update false
8: if node has a single child then
9: SETSHAREDCONTENT(node, CONTENT(child))

10: else if CONTENT(node) is null then
11: SETPROPERCONTENT(node,

( d= dim(S) ?
SUMMEDTABLETIMESERIES( ) : NODE( ) )

12: update true
13: else if CONTENTISSHARED(node) and

CONTENT(node) not in updated nodes then
14: SETPROPERCONTENT(node,

SHALLOWCOPY(CONTENT(node)))
15: update true
16: else if CONTENTISPROPER(node) then
17: update true
18: end if
19: if update then
20: if d= dim(S) then
21: INSERT(CONTENT(node), `time(o))
22: else
23: ADD(CONTENT(node), o, d+1, updated nodes)
24: end if
25: INSERT(updated nodes, CONTENT(node))
26: end if
27: child node
28: end while
29: end procedure

Fig. 3. Pseudo-code of an algorithm to build nanocubes.

Our technique is most closely related to the work of Sismanis et
al. [30, 29]. Specifically, we use similar ideas to reduce the size of
a data cube from potentially exponential in the cardinality of the key
space (we define these terms in Section 4.1) to essentially linear [31].
Nanocubes improve on Sismanis et al.’s work in two fundamental di-
rections. First, we develop a model for spatiotemporal data cubes that
exploits unique characteristics of space and time to get a good com-
promise between space usage and efficiency of queries (Sections 4.2.1
and 6). Second, we show how these structures enable the visualiza-
tions which are common in interactive tools (Section 4.3).

There have also been recent efforts to build data cube structures
specifically suited for visualization. Crossfilter [32] is a software pack-
age built on the clever observation that many queries in interactive vi-
sualization are incremental: assuming that previous results are avail-
able, the results needed for the next query can be quickly computed.
Unfortunately, we do not see easily how this would work for the multi-
scale queries necessary in a spatiotemporal setting. Just as recently,
Kandel et al. have proposed Datavore, a column-oriented data cube
representation [17], and Liu et al. leverage graphics hardware in iM-
mens, achieving extremely fast queries over large data [20]. While we
defer to Section 7 a full discussion and direct comparison of nanocubes
to Datavore and iMmens, we show in Figure 13 that nanocubes achieve
good performance for both sparse (the regime where Datavore’s data
structures are ideal) and dense occupation of key space (where iM-
mens’s are).

3 DATA CUBES

In the relational databases community, the table below is a relation, its
columns are attributes, its lines are records, and its entries are values.

Country Device Language
US Android en
US iPhone ru

South Africa iPhone en
India Android en

Australia iPhone en

An aggregation represents the idea of selecting a certain group of
records from a relation and summarizing this group using an aggrega-
tion function (e.g.count, sum, max, min). For example, a possible
aggregation for the relation above could be to select all its records and
summarize those using count. In this case, five would be the final
aggregation result. If we allow entries in the record to have a special
value All, we could represent this aggreation as the following relation:

Country Device Language Count
All All All 5

We refer to records in a relation that contain the special value All as ag-
gregation records. Using this notation, it is easy to understand the con-
ventional ways of describing aggregations for a given relation: group
by, cube, and rollup. A group by operation is one in which a relation is
derived from a base relation given a list of attributes and an aggregate
function. For example, group by on attributes Device and Language
with the count aggregate function results in the relation:

Country Device Language Count
All Android en 2
All iPhone en 2
All iPhone ru 1

Note that for every different combination of values present in the at-
tributes of the base relation an aggregation record is added to the re-
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tributes of the base relation an aggregation record is added to the re-
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Natural language query s c t URL
count of all Delta flights R U R { Delta } R U /where/carrier=Delta
count of all Delta flights in the Midwest R (Midwest) R { Delta } R U /region/(Midwest)/where/carrier=Delta
count of early flights in 2010 R U D R (2010) /field/carrier/when/(2010)
time-series of all United flights in 2009 R U R U D (2009) /tseries/when/2009/where/carrier=United
heatmap of Delta flights in 2010 D (tile) R { Delta } R (2010) /tile/(tile)/where/carrier=Delta

Fig. 4. A simplified set of queries supported by the nanocube data structure. The column s represents space; t, time; c, category. R means “rollup”,
D means “drilldown”. The value next to R or D contains the subset of that dimension’s domain being selected. We use U to represent the entire
domain (“universe”). Omitted here, but supported by our structure, are: the extra parameter for number of steps throughout the time region in a
time-based drilldown; multiple categories with separate rollups and drilldowns; tiles of variable resolution.

sulting relation. In our running example these combinations are (An-
droid, en), (iPhone, en), and (iPhone, ru). The cube operation is the
result of collecting all possible group by aggregations into a single re-
lation for a given list of attributes. In our running example, the cube
for count on Device and Language would be the same as the union
of four group by’s: on (1) no attributes; on (2) Device only; on (3)
Language only; and (4) on Device and Language (2n group bys where
n is the number of input attributes):

Country Device Language Count
All All All 5
All Android All 2
All iPhone All 3
All All eu 4
All All ru 1
All iPhone ru 1
All Android en 2
All iPhone en 2
All iPhone ru 1

Finally, a roll up is a constrained version of the cube operation where
the order of the input attributes is important. So a roll up on Device
and Language (in this order) means the union of group by’s on: (1)
no attributes; (2) Device; and (3) Device and Language. Note that the
group by on Language only is not part of the roll up. As the results
of group by’s, cubes and roll ups can be seen as relations, we can
naturally compose such operations. As we will describe nanocubes is
a specialized data structure to store and query cubes of roll ups.

4 NANOCUBES: A COMPACT, SPATIOTEMPORAL ROLL-UP
CUBE

Data visualizations in a computer are necessarily bounded by display
size, and so we would like to be able to quickly collect subspaces of
the dataset that would end up in the same pixel on the screen. How-
ever, spatiotemporal navigation is inherently multiscale. The same
data structure should support quick indexing for a visualization over
multiple years of time series and for drilling down into one particu-
lar hour or day. Similarly, the data cube should support aggregation
queries over vast spatial regions covering entire continents, as well as
very narrow queries covering only a few city blocks.

The database notion of roll ups (Section 3), in a sense, aligns nicely
with the notion of Level of Detail. For example, if the records of a table
(relation) contain a location attribute, one can design a roll up query
whose resulting relation encodes the same information as the one en-
coded in a level of detail data structure. More concretely, suppose
`1, . . . ,`k are attributes computed from the original location attribute
and yield ’quad-tree addresses’ of increasingly higher levels of detail
(from 1 to k). A roll up query on these (computed) attributes results in,
essentially, the same information as the one contained in a quad-tree
(given that we are keeping the same summary in both, e.g.count). At
first, this connection might be obvious but bridges between terminolo-
gies from different areas is usually important. As it turns out, only later
in the development of nanocubes is that we became aware of Hierar-
chical Dwarf-Cubes [29], which is a highly related to nanocubes and
was developed by the database community to efficiently store results
of aggreagation queries.

The second important notion in the design of nanocubes is the idea
that we want to combine aggregations of independent dimensions at

independent levels of detail. For example we might want to know for
a whole country, what is the spatial distribution of tweets gererated
by an iPhone: coarse on the spatial dimension, but specific on the
device dimension; conversely we might want to know the distribu-
tion of tweets (coarse on device) in a small block of a city (fine in
space). In relational database terminology, this model has a name: it
is a cube of roll-ups, or a roll-up cube. Now with the language set up,
we can state: A nanocube is a data structure to efficiently store and
query spatio-temporal roll-up cubes. Besides implmentation tricks
(e.g. tagged pointers, carefully design of the bit layout of the struc-
tures, specifically designed to live in main memory), there is, to the
best of our knowledge, a qualitative difference in nanocubes to other
data structures like [29]. The difference is in what nanocubes store for
each aggregation which is deeply related to spatio-temporal datasets:
it stores time series in a sparse summed table format. This element of
nanocubes is explained in Section 4.3 and, cannot be cannot be effi-
ciently simulated (memory-wise) by previous datastructures.

In the remainder of this section, we present a formal description
of the components that make up our nanocube index, pseudo-code
for building nanocubes together with an illustrated example, and how
queries are made against our index.

4.1 Definitions
Let O be a set of objects. A labeling function ` : O ! L associates a
label value to the objects of O. We can think of ` as an attribute in
a relational database. In connection with the level of detail discus-
sion above, if `1 and `2 are two labeling functions for O, we say `1 is
coarser than `2 or that `2 is finer than `1 if for any two objects o,o0 2 O
the implication `2(o) = `2(o0) ) `1(o) = `1(o0) holds. We denote this
fact by `1 < `2.

A sequence of labeling functions c = [`1,`, . . . ,`k] for objects O
is a chain for O if every labeling function is coarser than the next
labeling function in the sequence: `i < `i+1. Note how chains are
related to roll ups, we avoid the same name to not overload more the
term roll up. The number of levels of a chain is defined by levels(c) =
|c|+1. An indexing schema for objects O consists of a sequence of
chains S = [c1,c2, . . . ,cn]. The dimension of an indexing schema S
is the length of its sequence of chains and is denoted by dim(S). The
multiplicity of a schema S is the product of its chains’ number of levels:
µ(S) = ’n

i=1 levels(ci).
A full assignment for a sequence of labeling functions [`1,`2, . . . ,`k]

is a sequence of label values [v1,v2, . . . ,vk] where vi is a label value
under `i. Any prefix of a full assignment for a sequence of label-
ing functions, including the empty one, is referred to as a partial as-
signment. Note that an full assignment is also a patial assignment
since a sequence is also a prefix of itself. An address on a schema
is a sequence of partial assignments for its chains, more formally, if
S = [c1,c2, . . . ,cn] is an indexing schema, then a = [p1, p2, . . . , pn] is
an address of S if pi is a partial assignment for chain ci. The set of pos-
sible addresses of S is denoted by addr(S). and its size is referred to as
the Global Cardinality of S. The subset of addr(S) whose addresses
contain only full assignments is called the Key Cardinality of S. The
key Key Cardinality is exactely the number of the finest resoultion bins
a nanocube can store.

The addresses of an object o under indexing schema S, denoted by
addr(o,S) are all the addresses in addr(S) whose partial assignments
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Fig. 5. A sample relation and its associated aggregation operators.
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1: function NANOCUBE([o1,o2, . . . ,on], S, `time) . n > 0
2: nano cube NODE( ) . New empty node
3: for i = 1 to n do
4: updated nodes /0
5: ADD(nano cube, oi, 1, S, `time, updated nodes)
6: end for
7: return nano cube
8: end function

1: function TRAILPROPERPATH(root, [v1, . . . ,vk])
2: stack STACK( ) . New Empty Stack
3: PUSH(stack, root)
4: node root
5: for i = 1 to k do
6: child CHILD(node, vi)
7: if child = null then
8: child NEWPROPERCHILD(node, vi, NODE( ))
9: else if ISSHAREDCHILD(node,child) then

10: child REPLACECHILD(node,
child, SHALLOWCOPY(child))

11: end if
12: PUSH(stack, child)
13: node child
14: end for
15: return stack
16: end function

1: function SHALLOWCOPY(node)
2: node sc NODE( )
3: SETSHAREDCONTENT(node sc, CONTENT(node))
4: for v in CHILDRENLABELS(node) do
5: NEWSHAREDCHILD(node sc, v, CHILD(node, v))
6: end for
7: return node sc
8: end function

1: procedure ADD(root, o, d, S, `time, updated nodes)
2: [`1, . . . ,`k] CHAIN(S, d)
3: stack TRAILPROPERPATH(root, [`1(o), . . . ,`k(o)])
4: child null
5: while stack is not empty do
6: node POP(stack)
7: update false
8: if node has a single child then
9: SETSHAREDCONTENT(node, CONTENT(child))

10: else if CONTENT(node) is null then
11: SETPROPERCONTENT(node,

( d= dim(S) ?
SUMMEDTABLETIMESERIES( ) : NODE( ) )

12: update true
13: else if CONTENTISSHARED(node) and

CONTENT(node) not in updated nodes then
14: SETPROPERCONTENT(node,

SHALLOWCOPY(CONTENT(node)))
15: update true
16: else if CONTENTISPROPER(node) then
17: update true
18: end if
19: if update then
20: if d= dim(S) then
21: INSERT(CONTENT(node), `time(o))
22: else
23: ADD(CONTENT(node), o, d+1, updated nodes)
24: end if
25: INSERT(updated nodes, CONTENT(node))
26: end if
27: child node
28: end while
29: end procedure

Fig. 3. Pseudo-code of an algorithm to build nanocubes.

exploits unique characteristics of space and time to get a good com-
promise between space usage and efficiency of queries (Sections 4.2.1
and 6). Second, we show how these structures enable the visualiza-
tions which are common in interactive tools (Section 4.3).

There have been recent efforts to build data cube structures specif-
ically suited for visualization. Crossfilter [32] is a software package
built on the clever observation that many queries in interactive visual-
ization are incremental: assuming that previous results are available,
the results needed for the next query can be quickly computed. Unfor-
tunately, we do not see easily how this would work for the multiscale
queries necessary in a spatiotemporal setting. Just as recently, Kandel
et al. have proposed Datavore, a column-oriented database support fast
data cube queries [17], and Liu et al. leverage graphics hardware in iM-
mens, achieving extremely fast queries over large data [20]. While we
defer to Section 7 a full discussion and direct comparison of nanocubes
to Datavore and iMmens, we show in Figure 14 that nanocubes achieve
good performance for both sparse (the regime where Datavore’s data
structures are ideal) and dense occupation of key space (where iM-
mens’s are).

3 DATA CUBES

Following common practice, we will call the table in Figure 5 a rela-
tion, its columns attributes, its lines records, and its entries values. An
aggregation represents the idea of selecting a certain group of records
from a relation and summarizing this group using an aggregation func-
tion (e.g. count, sum, max, min). For example, a possible aggrega-
tion for the relation A could be to select all its records and summarize
those using count, yielding five as the aggregation result. If we al-
low a special value All to be a valid attribute value, we could represent
this aggregation as relation B in Figure 5.

A record that contains the special value All is an aggregation record.

Using this notation, it is easy to understand some conventional ways
of describing aggregations for a given relation: group by, cube, and
rollup. A group by operation is one in which a relation is derived from
a base relation given a list of attributes and an aggregate function. For
example, group by on attributes Device and Language with the count
aggregate function results in the relation C in Figure 5.

Note that for every different combination of values present in the
attributes of a base relation an aggregation record is added to the re-
sulting relation. In our running example (Figure 5) these combinations
are (Android, en), (iPhone, en), and (iPhone, ru). The cube operation
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10: child REPLACECHILD(node,
child, SHALLOWCOPY(child))
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2: node sc NODE( )
3: SETSHAREDCONTENT(node sc, CONTENT(node))
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1: procedure ADD(root, o, d, S, `time, updated nodes)
2: [`1, . . . ,`k] CHAIN(S, d)
3: stack TRAILPROPERPATH(root, [`1(o), . . . ,`k(o)])
4: child null
5: while stack is not empty do
6: node POP(stack)
7: update false
8: if node has a single child then
9: SETSHAREDCONTENT(node, CONTENT(child))

10: else if CONTENT(node) is null then
11: SETPROPERCONTENT(node,

( d= dim(S) ?
SUMMEDTABLETIMESERIES( ) : NODE( ) )

12: update true
13: else if CONTENTISSHARED(node) and

CONTENT(node) not in updated nodes then
14: SETPROPERCONTENT(node,

SHALLOWCOPY(CONTENT(node)))
15: update true
16: else if CONTENTISPROPER(node) then
17: update true
18: end if
19: if update then
20: if d= dim(S) then
21: INSERT(CONTENT(node), `time(o))
22: else
23: ADD(CONTENT(node), o, d+1, updated nodes)
24: end if
25: INSERT(updated nodes, CONTENT(node))
26: end if
27: child node
28: end while
29: end procedure

Fig. 3. Pseudo-code of an algorithm to build nanocubes.

Our technique is most closely related to the work of Sismanis et
al. [30, 29]. Specifically, we use similar ideas to reduce the size of
a data cube from potentially exponential in the cardinality of the key
space (we define these terms in Section 4.1) to essentially linear [31].
Nanocubes improve on Sismanis et al.’s work in two fundamental di-
rections. First, we develop a model for spatiotemporal data cubes that
exploits unique characteristics of space and time to get a good com-
promise between space usage and efficiency of queries (Sections 4.2.1
and 6). Second, we show how these structures enable the visualiza-
tions which are common in interactive tools (Section 4.3).

There have also been recent efforts to build data cube structures
specifically suited for visualization. Crossfilter [32] is a software pack-
age built on the clever observation that many queries in interactive vi-
sualization are incremental: assuming that previous results are avail-
able, the results needed for the next query can be quickly computed.
Unfortunately, we do not see easily how this would work for the multi-
scale queries necessary in a spatiotemporal setting. Just as recently,
Kandel et al. have proposed Datavore, a column-oriented data cube
representation [17], and Liu et al. leverage graphics hardware in iM-
mens, achieving extremely fast queries over large data [20]. While we
defer to Section 7 a full discussion and direct comparison of nanocubes
to Datavore and iMmens, we show in Figure 13 that nanocubes achieve
good performance for both sparse (the regime where Datavore’s data
structures are ideal) and dense occupation of key space (where iM-
mens’s are).

3 DATA CUBES

In the relational databases community, the table below is a relation, its
columns are attributes, its lines are records, and its entries are values.

Country Device Language
US Android en
US iPhone ru

South Africa iPhone en
India Android en

Australia iPhone en

An aggregation represents the idea of selecting a certain group of
records from a relation and summarizing this group using an aggrega-
tion function (e.g.count, sum, max, min). For example, a possible
aggregation for the relation above could be to select all its records and
summarize those using count. In this case, five would be the final
aggregation result. If we allow entries in the record to have a special
value All, we could represent this aggreation as the following relation:

Country Device Language Count
All All All 5

We refer to records in a relation that contain the special value All as ag-
gregation records. Using this notation, it is easy to understand the con-
ventional ways of describing aggregations for a given relation: group
by, cube, and rollup. A group by operation is one in which a relation is
derived from a base relation given a list of attributes and an aggregate
function. For example, group by on attributes Device and Language
with the count aggregate function results in the relation:

Country Device Language Count
All Android en 2
All iPhone en 2
All iPhone ru 1

Note that for every different combination of values present in the at-
tributes of the base relation an aggregation record is added to the re-
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Our technique is most closely related to the work of Sismanis et
al. [30, 29]. Specifically, we use similar ideas to reduce the size of
a data cube from potentially exponential in the cardinality of the key
space (we define these terms in Section 4.1) to essentially linear [31].
Nanocubes improve on Sismanis et al.’s work in two fundamental di-
rections. First, we develop a model for spatiotemporal data cubes that
exploits unique characteristics of space and time to get a good com-
promise between space usage and efficiency of queries (Sections 4.2.1
and 6). Second, we show how these structures enable the visualiza-
tions which are common in interactive tools (Section 4.3).

There have also been recent efforts to build data cube structures
specifically suited for visualization. Crossfilter [32] is a software pack-
age built on the clever observation that many queries in interactive vi-
sualization are incremental: assuming that previous results are avail-
able, the results needed for the next query can be quickly computed.
Unfortunately, we do not see easily how this would work for the multi-
scale queries necessary in a spatiotemporal setting. Just as recently,
Kandel et al. have proposed Datavore, a column-oriented data cube
representation [17], and Liu et al. leverage graphics hardware in iM-
mens, achieving extremely fast queries over large data [20]. While we
defer to Section 7 a full discussion and direct comparison of nanocubes
to Datavore and iMmens, we show in Figure 13 that nanocubes achieve
good performance for both sparse (the regime where Datavore’s data
structures are ideal) and dense occupation of key space (where iM-
mens’s are).

3 DATA CUBES

In the relational databases community, the table below is a relation, its
columns are attributes, its lines are records, and its entries are values.

Country Device Language
US Android en
US iPhone ru

South Africa iPhone en
India Android en

Australia iPhone en

An aggregation represents the idea of selecting a certain group of
records from a relation and summarizing this group using an aggrega-
tion function (e.g.count, sum, max, min). For example, a possible
aggregation for the relation above could be to select all its records and
summarize those using count. In this case, five would be the final
aggregation result. If we allow entries in the record to have a special
value All, we could represent this aggreation as the following relation:

Country Device Language Count
All All All 5

We refer to records in a relation that contain the special value All as ag-
gregation records. Using this notation, it is easy to understand the con-
ventional ways of describing aggregations for a given relation: group
by, cube, and rollup. A group by operation is one in which a relation is
derived from a base relation given a list of attributes and an aggregate
function. For example, group by on attributes Device and Language
with the count aggregate function results in the relation:

Country Device Language Count
All Android en 2
All iPhone en 2
All iPhone ru 1

Note that for every different combination of values present in the at-
tributes of the base relation an aggregation record is added to the re-
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3

Natural language query s c t URL
count of all Delta flights R U R { Delta } R U /where/carrier=Delta
count of all Delta flights in the Midwest R (Midwest) R { Delta } R U /region/(Midwest)/where/carrier=Delta
count of early flights in 2010 R U D R (2010) /field/carrier/when/(2010)
time-series of all United flights in 2009 R U R U D (2009) /tseries/when/2009/where/carrier=United
heatmap of Delta flights in 2010 D (tile) R { Delta } R (2010) /tile/(tile)/where/carrier=Delta

Fig. 4. A simplified set of queries supported by the nanocube data structure. The column s represents space; t, time; c, category. R means “rollup”,
D means “drilldown”. The value next to R or D contains the subset of that dimension’s domain being selected. We use U to represent the entire
domain (“universe”). Omitted here, but supported by our structure, are: the extra parameter for number of steps throughout the time region in a
time-based drilldown; multiple categories with separate rollups and drilldowns; tiles of variable resolution.

sulting relation. In our running example these combinations are (An-
droid, en), (iPhone, en), and (iPhone, ru). The cube operation is the
result of collecting all possible group by aggregations into a single re-
lation for a given list of attributes. In our running example, the cube
for count on Device and Language would be the same as the union
of four group by’s: on (1) no attributes; on (2) Device only; on (3)
Language only; and (4) on Device and Language (2n group bys where
n is the number of input attributes):

Country Device Language Count
All All All 5
All Android All 2
All iPhone All 3
All All eu 4
All All ru 1
All iPhone ru 1
All Android en 2
All iPhone en 2
All iPhone ru 1

Finally, a roll up is a constrained version of the cube operation where
the order of the input attributes is important. So a roll up on Device
and Language (in this order) means the union of group by’s on: (1)
no attributes; (2) Device; and (3) Device and Language. Note that the
group by on Language only is not part of the roll up. As the results
of group by’s, cubes and roll ups can be seen as relations, we can
naturally compose such operations. As we will describe nanocubes is
a specialized data structure to store and query cubes of roll ups.

4 NANOCUBES: A COMPACT, SPATIOTEMPORAL ROLL-UP
CUBE

Data visualizations in a computer are necessarily bounded by display
size, and so we would like to be able to quickly collect subspaces of
the dataset that would end up in the same pixel on the screen. How-
ever, spatiotemporal navigation is inherently multiscale. The same
data structure should support quick indexing for a visualization over
multiple years of time series and for drilling down into one particu-
lar hour or day. Similarly, the data cube should support aggregation
queries over vast spatial regions covering entire continents, as well as
very narrow queries covering only a few city blocks.

The database notion of roll ups (Section 3), in a sense, aligns nicely
with the notion of Level of Detail. For example, if the records of a table
(relation) contain a location attribute, one can design a roll up query
whose resulting relation encodes the same information as the one en-
coded in a level of detail data structure. More concretely, suppose
`1, . . . ,`k are attributes computed from the original location attribute
and yield ’quad-tree addresses’ of increasingly higher levels of detail
(from 1 to k). A roll up query on these (computed) attributes results in,
essentially, the same information as the one contained in a quad-tree
(given that we are keeping the same summary in both, e.g.count). At
first, this connection might be obvious but bridges between terminolo-
gies from different areas is usually important. As it turns out, only later
in the development of nanocubes is that we became aware of Hierar-
chical Dwarf-Cubes [29], which is a highly related to nanocubes and
was developed by the database community to efficiently store results
of aggreagation queries.

The second important notion in the design of nanocubes is the idea
that we want to combine aggregations of independent dimensions at

independent levels of detail. For example we might want to know for
a whole country, what is the spatial distribution of tweets gererated
by an iPhone: coarse on the spatial dimension, but specific on the
device dimension; conversely we might want to know the distribu-
tion of tweets (coarse on device) in a small block of a city (fine in
space). In relational database terminology, this model has a name: it
is a cube of roll-ups, or a roll-up cube. Now with the language set up,
we can state: A nanocube is a data structure to efficiently store and
query spatio-temporal roll-up cubes. Besides implmentation tricks
(e.g. tagged pointers, carefully design of the bit layout of the struc-
tures, specifically designed to live in main memory), there is, to the
best of our knowledge, a qualitative difference in nanocubes to other
data structures like [29]. The difference is in what nanocubes store for
each aggregation which is deeply related to spatio-temporal datasets:
it stores time series in a sparse summed table format. This element of
nanocubes is explained in Section 4.3 and, cannot be cannot be effi-
ciently simulated (memory-wise) by previous datastructures.

In the remainder of this section, we present a formal description
of the components that make up our nanocube index, pseudo-code
for building nanocubes together with an illustrated example, and how
queries are made against our index.

4.1 Definitions
Let O be a set of objects. A labeling function ` : O ! L associates a
label value to the objects of O. We can think of ` as an attribute in
a relational database. In connection with the level of detail discus-
sion above, if `1 and `2 are two labeling functions for O, we say `1 is
coarser than `2 or that `2 is finer than `1 if for any two objects o,o0 2 O
the implication `2(o) = `2(o0) ) `1(o) = `1(o0) holds. We denote this
fact by `1 < `2.

A sequence of labeling functions c = [`1,`, . . . ,`k] for objects O
is a chain for O if every labeling function is coarser than the next
labeling function in the sequence: `i < `i+1. Note how chains are
related to roll ups, we avoid the same name to not overload more the
term roll up. The number of levels of a chain is defined by levels(c) =
|c|+1. An indexing schema for objects O consists of a sequence of
chains S = [c1,c2, . . . ,cn]. The dimension of an indexing schema S
is the length of its sequence of chains and is denoted by dim(S). The
multiplicity of a schema S is the product of its chains’ number of levels:
µ(S) = ’n

i=1 levels(ci).
A full assignment for a sequence of labeling functions [`1,`2, . . . ,`k]

is a sequence of label values [v1,v2, . . . ,vk] where vi is a label value
under `i. Any prefix of a full assignment for a sequence of label-
ing functions, including the empty one, is referred to as a partial as-
signment. Note that an full assignment is also a patial assignment
since a sequence is also a prefix of itself. An address on a schema
is a sequence of partial assignments for its chains, more formally, if
S = [c1,c2, . . . ,cn] is an indexing schema, then a = [p1, p2, . . . , pn] is
an address of S if pi is a partial assignment for chain ci. The set of pos-
sible addresses of S is denoted by addr(S). and its size is referred to as
the Global Cardinality of S. The subset of addr(S) whose addresses
contain only full assignments is called the Key Cardinality of S. The
key Key Cardinality is exactely the number of the finest resoultion bins
a nanocube can store.

The addresses of an object o under indexing schema S, denoted by
addr(o,S) are all the addresses in addr(S) whose partial assignments
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Fig. 5. A sample relation and its associated aggregation operators.
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Fig. 4. A sample relation and its associated aggregation operators.

4.1 Definitions
Let O be a set of objects. A labeling function ` : O ! L associates a
label value to the objects of O. We can think of ` as an attribute in a
relational database. In connection with the level of detail discussion
above, if `1 and `2 are two labeling functions for O, we say `1 is coarser
than `2 or that `2 is finer than `1 if for any two objects o,o0 2 O the
implication `2(o) = `2(o0) ) `1(o) = `1(o0) holds. We denote this fact
by `1 < `2.

A sequence of labeling functions c = [`1,`, . . . ,`k] for objects O is a
chain for O if every labeling function is coarser than the next labeling
function in the sequence: `i < `i+1. The number of levels of a chain
is defined by levels(c) = |c|+1. An indexing schema for objects O
consists of a sequence of chains S = [c1,c2, . . . ,cn]. The dimension of
an indexing schema S is the length of its sequence of chains and is
denoted by dim(S). The multiplicity of a schema S is the product of its
chains’ number of levels: µ(S) = ’n

i=1 levels(ci).
A full assignment for a sequence of labeling functions [`1,`2, . . . ,`k]

is a sequence of label values [v1,v2, . . . ,vk] where vi is a label value
under `i. Any prefix of a full assignment for a sequence of labeling func-
tions, including the empty one, is referred to as a partial assignment.
Note that a full assignment is also a partial assignment since a sequence
is also a prefix of itself. An address on a schema is a sequence of partial
assignments for its chains, more formally, if S = [c1,c2, . . . ,cn] is an
indexing schema, then a = [p1, p2, . . . , pn] is an address of S if pi is a
partial assignment for chain ci. The set of possible addresses of S is
denoted by addr(S).

The addresses of an object o under indexing schema S, denoted by
addr(o,S) are all the addresses in addr(S) whose partial assignments
are consistent with the label values associated to o and it is easy to
see that the size of addr(o,S) is always µ(S). Besides a schema S,
the definition of a nanocube requires a separate labeling function,
`time : O ! T , which we refer to as the time labeling function since we
use it to encode the temporal aspect of our datasets. Thus, a nanocube
for objects o1, . . . ,on is denoted by:

NANOCUBE([o1, . . . ,on],S,`time)

A key in a nanocube is any pair (a, t) where a 2 addr(S) and corre-
sponds to a full assignment (see definition above) and t 2 T is a possible
time label. If we remove the requirement of a being a full assignment,
we say that pair (a, t) is an aggregate key. Note that every key is also
an aggregate key. The set of all possible keys and the set of all possible
aggregate keys of a nanocube are respectively referred to as its key
space, or K?, and its aggregate key space, or K?

a . The size of the key
space, |K?|, is referred to as its cardinality.

4.2 Building the Index
To ease the remaining exposition, we assume that a nanocube maps an
aggregate key to a count. Nevertheless, nanocubes support any kind
of summary that is an algebra with weighted sums and subtractions.
Notably, this includes linear combinations of moment statistics, with
which we can compute means, variances and covariances.

The pseudo-code for building a nanocube is presented in Figure 3.
The main idea of the algorithm is for every object oi to first find the
finest address of the schema S hit by this object, update the time series
associated with this address and from there on update in a deepest
first fashion, all coarser addresses also hit by oi. Note that the content
of the last dimension of schema S is always a time series and that is
why, in line 21 of ADD, we insert the time label of the current object.
The important trick used is to, when possible, allow for shared links
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Fig. 2. An illustration of how to build a nanocube for five points [o1, . . . ,o5] under schema S. The complete process is described in Section 4.

Section 4, we show how to construct a data cube that fits in the main
memory of a modern laptop computer or workstation, extending the
work of Sismanis et al. [31]. In addition, the query times to build the
visual encodings in which we are interested will be at most proportional
to the size of the output, which is bounded by the number of screen
pixels (within a small factor). This is an important observation: the time
complexity of a visualization algorithm should ideally be bounded the
number of pixels it touches on the screen. Our technique enables real-
time exploratory visualization on datasets that are large, spatiotemporal,
and multidimensional. Because the speed of our data cube structure
hinges partly on it being small enough to fit in main memory, we call it
a nanocube.

By real-time, we mean query times on average under a millisecond
for a single thread running on computers ranging from laptops, to
workstations, to server-class computing nodes (Section 6). By large,
we mean that the datasets we support have millions to billions of entries.

By spatiotemporal, we mean that nanocubes support queries typical
of spatial databases, such as counting events in a spatial region that
can be either a rectangle covering most of the world, or a heatmap
of activity in downtown San Francisco (Section 4.3.1). By the same
token, nanocubes support temporal queries at multiple scales, such
as event counts by hour, day, week, or month over a period of years
(Section 4.3.3). Data cubes in general enable the Visual Information-
Seeking Mantra [29] of “Overview first, zoom and filter, then details-
on-demand” by providing summaries and letting users drill down by
expanding along the wanted dimensions. Nanocubes also provide
overviews, filters, zooming, and details-on-demand inside the spa-
tiotemporal dimensions themselves.

By multidimensional, we mean that besides latitude, longitude, and
time, each entry can have additional attributes (see section 6) that can
be used in query selections and rollups.

As we will show, nanocubes lend themselves very well to building
visual encodings which are fundamental building blocks of interac-
tive visualization systems, such as scatterplots, histograms, parallel
coordinate plots, and choropleth maps. In summary, we contribute:

• a novel data structure that improves on the current state of the art
data cube technology to enable real-time exploratory visualization
of multidimensional, spatiotemporal datasets;

• algorithms to query the nanocube and build linked and brushable
visual encodings commonly found in visualization systems; and

• case studies highlighting the strengths and weaknesses of our

technique, together with experiments to measure its utilization of
space, time, and network bandwidth.

2 RELATED WORK

Relational databases are so widespread and fundamental to the practice
of computing that they were a natural target for information visualiza-
tion almost since the field’s inception [20]. Mackinlay’s Automatic
Presentation Tool is the breakthrough result that critically connected the
relational structure of the data with the graphical primitives available
for display [23] and ultimately lead to data cube visualization tools
like Polaris [34, 35] and Show Me [24]. Nanocubes are specifically
designed to speed up queries for spatiotemporal data cubes, and could
eventually be used as a backend for these types of applications.

In contrast, some of the work in large data visualization involves
shipping the computation and data to a cluster of processing nodes.
While parallelism is an attractive option for increasing throughput, it
does not necessarily help achieve low latency, which is essential for
fluid interactions with a visualization tool. As a result, sophisticated
techniques such as query prediction become necessary [6]. Leveraging
the enormous power of graphics processing units has also become
popular [25, 21], but without algorithmic changes, linear scans through
the dataset will still be too slow for fluid interaction, even with GPUs.

Another popular way to cope with large datasets is through sampling.
Statistical sampling can be performed on the database backend [26, 1,
10, 14], or on the front-end [11]. Still, the techniques we introduce
with nanocubes can produce results quickly and exactly (to within
screen precision) without requiring approximations, which we believe
is preferable. In addition, as Liu et al. argue, sampling by itself is not
sufficient to prevent overplotting, and might actually mask important
data outliers [21].

Fekete and Plaisant have proposed modifications of traditional visual
encodings which use the computer screen more efficiently [13]. These
scale better with dataset size, but nevertheless require a traversal of
all input data points that renders the proposal less attractive for larger
datasets. Carr et al. were among the first to propose techniques replac-
ing a scatterplot with an equivalent density plot [5]; nanocubes enable
these visualizations at a variety of dataset sizes and scales.

Careful data aggregation [17], then, appears to be one of the few
scalable solutions for low-latency large data graphics. While Elmqvist
and Fekete propose variations of visualization techniques that include
aggregation as a first-class citizen [12], in this paper we show how to
issue queries such that, at the screen resolution in which the application
is operating, the result is indistinguishable (or close to) from a complete

Building a Nanocube
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• Every node in the previous figure stores an array of timestamped counts like 
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A Summed Table Sparse Representation for Counts
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start at bin 1, use buckets of 3 bins each,  and collect 4 of these buckets

solve using...
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Fig. 6. An illustration of the summed-area table variant we use for our
time series indexing scheme. Every node in Figure 2 stores an array of
timestamped counts like the one in this figure.

across dimensions (dashed blue lines in Figure 2) and in the same
dimension (dashed black connections). In real use cases this sharing is
responsible for significant memory savings and enables exploring even
larger datasets on small laptops.

4.2.1 Nanocube Example
Consider the scenario where an analyst is interested in understanding
the spatiotemporal distribution of Twitter data (i.e. tweets), includ-
ing which devices (e.g. iPhone, Android) people are using. Natural
questions to ask include: Which device is more popular for tweeting?
Is one device more popular in certain areas than in others? How has
this popularity changed over time? We illustrate the construction of a
nanocube built using Twitter data in Figure 2. For clarity, this example
contains only five tweets o1, . . . ,o5, all ordered in time.

As shown on the top-left map of Figure 2, the first two tweets (o1
and o2) were sent from the east coast of the United States; the third
tweet (o3), from South Africa; the fourth tweet (o4) was sent from Asia,
and the fifth tweet (o5) from Australia. Tweets o1 and o4 were sent
from an Android device while o2, o3, and o5 were sent from an iPhone
device. The labeling functions `device, `spatial1, and `spatial2 as well as
the schema of this nanocube, S, are all defined on the left part of this
figure. The labeling `device assigns a device to each tweet and `spatial1
and `spatial2 assign a spatial label to each tweet. The tweet labels given
by `spatial1 and `spatial2 are essentially addresses in a quadtree partition
of a square. Note that `spatial1 is coarser than `spatial2. The right part of
Figure 2 presents intermediate nanocubes generated by NANOCUBE
(Figure 3) after each tweet is inserted.

4.3 Querying the Cube
Nanocubes support three distinct dimension types, which are always
traversed in a fixed order: spatial, categorical, and finally temporal.
Before describing queries for each of these specific dimension types,
we first illustrate how simple queries are conducted on nanocubes using
an example. Recall that the end result of the query will be to return
precomputed aggregates across one or more dimensions.

In Figure 2(5), assume we are interested in the count of all tweets
that occurred in the northwest quadrant of the world, regardless of
the device type and time. The aggregate key ka = ((p1, p2), t) for this
query consists of: (1) the partial assignment for the northwest quadrant
in the spatial dimension: p1 = [0,1]; (2) the empty partial path for the
device dimension p2 = [] indicating any device; and (3) a time label
t indicating any time. Finding the precomputed aggregate for a given
aggregate key is called a simple query. In this example, we start at
the top-most node and traverse all black parent-child links described
in the partial assignment p1: in this case only the black [0,1] link.
We next cross the dimension boundary line by traversing the (blue)
content link of the current node. The traversal process is repeated for
the device dimension using the partial assignment p2. In this specific
case, no restrictions are made on the device, and we can jump to the
next dimension by traversing the content link. At this point, we reach a

Fig. 7. Which device is more popular for tweeting: iPhone (blue) or
Android (orange)? This choropleth map highlights areas in which devices
are more popular based on a sample of 210M tweets. When we zoom
in to Chicago we can observe something not seen from the overview
display: south and west of the city, Android is more popular than iPhone.

leaf node containing {o1,o2}. Since no time constraint is imposed, the
count of elements inside the leaf (2) is the answer for the query.

Note that, for each dimension, a simple query only traverses a single
path of its tree before jumping to the root node of a tree in the next
dimension (or to a leaf node which encodes time and is treated differ-
ently). In general, higher level queries might traverse multiple paths
of a single tree, and may also report single aggregates, multiple aggre-
gates, or even combine aggregates from multiple branches. To abstract
and classify how a general nanocube query processes a dimension, we
use the terminology of rollups and drilldowns (the ROLL UP relational
operation is related but has a different meaning than the one we intend
here). The dimension that is the basis of a rollup should report a single
aggregate value as a result. This aggregate might be a single existing
aggregate in the nanocube or a combination of multiple aggregates from
different branches of that dimension. A drilldown reports aggregate
values for multiple branches in that dimension. In a single nanocube
query, each dimension is independently set to be used as the basis for
either a rollup or a drilldown. In Figure 5, we provide a set of example
queries and their mapping to the server query URL (see Section 5).

It is worth noting that the order of the d dimensions does not impact
the worst-case query run-time. For example, a marginal barchart of a
categorical dimension (with k bars), requires O(kd) time, regardless of
the category chosen or the ordering of the dimensions.

4.3.1 Spatial Queries
In our current implementation, the first dimension to be traversed in
a nanocube is always the spatial dimension. It is helpful to think of
this dimension as being represented by a traditional quadtree [28],
where each quadtree node is enriched by an extra pointer (content
pointer) that jumps to the next dimension of the nanocube. If a query
matches exactly the region represented by a quadtree node, then the
content pointer of that node is the gateway for all aggregates that refers
precisely to that region. If the query includes categorical restrictions (or
drilldowns), then these can be found by traversing down the following
categorical dimensions, as described below. However, spatial regions
will very rarely match exactly one node in the quadtree; therefore, we
use the traditional region quadtree intersecting algorithms to compute
the minimal disjoint set of quadtree nodes that exactly cover the query
region [28], and sum the resulting rollups across the nodes.

Arbitrarily shaped regions are not currently supported for spatial
queries because of the additional complexity that is introduced, but
there is no intrinsic barrier in the framework which prevents them
from working. For spatial rollups, we support arbitrary rectangular
regions. For drilldowns, we currently support regions defined by the
tiling scheme of most mapping services on the WWW. For example,
the widest tile in the world in OpenStreetMap [16] has coordinates
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Fig. 2. An illustration of how to build a nanocube for five points [o1, . . . ,o5] under schema S. The complete process is described in Section 4.

Section 4, we show how to construct a data cube that fits in the main
memory of a modern laptop computer or workstation, extending the
work of Sismanis et al. [31]. In addition, the query times to build the
visual encodings in which we are interested will be at most proportional
to the size of the output, which is bounded by the number of screen
pixels (within a small factor). This is an important observation: the time
complexity of a visualization algorithm should ideally be bounded the
number of pixels it touches on the screen. Our technique enables real-
time exploratory visualization on datasets that are large, spatiotemporal,
and multidimensional. Because the speed of our data cube structure
hinges partly on it being small enough to fit in main memory, we call it
a nanocube.

By real-time, we mean query times on average under a millisecond
for a single thread running on computers ranging from laptops, to
workstations, to server-class computing nodes (Section 6). By large,
we mean that the datasets we support have millions to billions of entries.

By spatiotemporal, we mean that nanocubes support queries typical
of spatial databases, such as counting events in a spatial region that
can be either a rectangle covering most of the world, or a heatmap
of activity in downtown San Francisco (Section 4.3.1). By the same
token, nanocubes support temporal queries at multiple scales, such
as event counts by hour, day, week, or month over a period of years
(Section 4.3.3). Data cubes in general enable the Visual Information-
Seeking Mantra [29] of “Overview first, zoom and filter, then details-
on-demand” by providing summaries and letting users drill down by
expanding along the wanted dimensions. Nanocubes also provide
overviews, filters, zooming, and details-on-demand inside the spa-
tiotemporal dimensions themselves.

By multidimensional, we mean that besides latitude, longitude, and
time, each entry can have additional attributes (see section 6) that can
be used in query selections and rollups.

As we will show, nanocubes lend themselves very well to building
visual encodings which are fundamental building blocks of interac-
tive visualization systems, such as scatterplots, histograms, parallel
coordinate plots, and choropleth maps. In summary, we contribute:

• a novel data structure that improves on the current state of the art
data cube technology to enable real-time exploratory visualization
of multidimensional, spatiotemporal datasets;

• algorithms to query the nanocube and build linked and brushable
visual encodings commonly found in visualization systems; and

• case studies highlighting the strengths and weaknesses of our

technique, together with experiments to measure its utilization of
space, time, and network bandwidth.

2 RELATED WORK

Relational databases are so widespread and fundamental to the practice
of computing that they were a natural target for information visualiza-
tion almost since the field’s inception [20]. Mackinlay’s Automatic
Presentation Tool is the breakthrough result that critically connected the
relational structure of the data with the graphical primitives available
for display [23] and ultimately lead to data cube visualization tools
like Polaris [34, 35] and Show Me [24]. Nanocubes are specifically
designed to speed up queries for spatiotemporal data cubes, and could
eventually be used as a backend for these types of applications.

In contrast, some of the work in large data visualization involves
shipping the computation and data to a cluster of processing nodes.
While parallelism is an attractive option for increasing throughput, it
does not necessarily help achieve low latency, which is essential for
fluid interactions with a visualization tool. As a result, sophisticated
techniques such as query prediction become necessary [6]. Leveraging
the enormous power of graphics processing units has also become
popular [25, 21], but without algorithmic changes, linear scans through
the dataset will still be too slow for fluid interaction, even with GPUs.

Another popular way to cope with large datasets is through sampling.
Statistical sampling can be performed on the database backend [26, 1,
10, 14], or on the front-end [11]. Still, the techniques we introduce
with nanocubes can produce results quickly and exactly (to within
screen precision) without requiring approximations, which we believe
is preferable. In addition, as Liu et al. argue, sampling by itself is not
sufficient to prevent overplotting, and might actually mask important
data outliers [21].

Fekete and Plaisant have proposed modifications of traditional visual
encodings which use the computer screen more efficiently [13]. These
scale better with dataset size, but nevertheless require a traversal of
all input data points that renders the proposal less attractive for larger
datasets. Carr et al. were among the first to propose techniques replac-
ing a scatterplot with an equivalent density plot [5]; nanocubes enable
these visualizations at a variety of dataset sizes and scales.

Careful data aggregation [17], then, appears to be one of the few
scalable solutions for low-latency large data graphics. While Elmqvist
and Fekete propose variations of visualization techniques that include
aggregation as a first-class citizen [12], in this paper we show how to
issue queries such that, at the screen resolution in which the application
is operating, the result is indistinguishable (or close to) from a complete
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Fig. 2. An illustration of how to build a nanocube for five points [o1, . . . ,o5] under schema S. The complete process is described in Section 4.

Section 4, we show how to construct a data cube that fits in the main
memory of a modern laptop computer or workstation, extending the
work of Sismanis et al. [31]. In addition, the query times to build the
visual encodings in which we are interested will be at most proportional
to the size of the output, which is bounded by the number of screen
pixels (within a small factor). This is an important observation: the time
complexity of a visualization algorithm should ideally be bounded the
number of pixels it touches on the screen. Our technique enables real-
time exploratory visualization on datasets that are large, spatiotemporal,
and multidimensional. Because the speed of our data cube structure
hinges partly on it being small enough to fit in main memory, we call it
a nanocube.

By real-time, we mean query times on average under a millisecond
for a single thread running on computers ranging from laptops, to
workstations, to server-class computing nodes (Section 6). By large,
we mean that the datasets we support have millions to billions of entries.

By spatiotemporal, we mean that nanocubes support queries typical
of spatial databases, such as counting events in a spatial region that
can be either a rectangle covering most of the world, or a heatmap
of activity in downtown San Francisco (Section 4.3.1). By the same
token, nanocubes support temporal queries at multiple scales, such
as event counts by hour, day, week, or month over a period of years
(Section 4.3.3). Data cubes in general enable the Visual Information-
Seeking Mantra [29] of “Overview first, zoom and filter, then details-
on-demand” by providing summaries and letting users drill down by
expanding along the wanted dimensions. Nanocubes also provide
overviews, filters, zooming, and details-on-demand inside the spa-
tiotemporal dimensions themselves.

By multidimensional, we mean that besides latitude, longitude, and
time, each entry can have additional attributes (see section 6) that can
be used in query selections and rollups.

As we will show, nanocubes lend themselves very well to building
visual encodings which are fundamental building blocks of interac-
tive visualization systems, such as scatterplots, histograms, parallel
coordinate plots, and choropleth maps. In summary, we contribute:

• a novel data structure that improves on the current state of the art
data cube technology to enable real-time exploratory visualization
of multidimensional, spatiotemporal datasets;

• algorithms to query the nanocube and build linked and brushable
visual encodings commonly found in visualization systems; and

• case studies highlighting the strengths and weaknesses of our

technique, together with experiments to measure its utilization of
space, time, and network bandwidth.

2 RELATED WORK

Relational databases are so widespread and fundamental to the practice
of computing that they were a natural target for information visualiza-
tion almost since the field’s inception [20]. Mackinlay’s Automatic
Presentation Tool is the breakthrough result that critically connected the
relational structure of the data with the graphical primitives available
for display [23] and ultimately lead to data cube visualization tools
like Polaris [34, 35] and Show Me [24]. Nanocubes are specifically
designed to speed up queries for spatiotemporal data cubes, and could
eventually be used as a backend for these types of applications.

In contrast, some of the work in large data visualization involves
shipping the computation and data to a cluster of processing nodes.
While parallelism is an attractive option for increasing throughput, it
does not necessarily help achieve low latency, which is essential for
fluid interactions with a visualization tool. As a result, sophisticated
techniques such as query prediction become necessary [6]. Leveraging
the enormous power of graphics processing units has also become
popular [25, 21], but without algorithmic changes, linear scans through
the dataset will still be too slow for fluid interaction, even with GPUs.

Another popular way to cope with large datasets is through sampling.
Statistical sampling can be performed on the database backend [26, 1,
10, 14], or on the front-end [11]. Still, the techniques we introduce
with nanocubes can produce results quickly and exactly (to within
screen precision) without requiring approximations, which we believe
is preferable. In addition, as Liu et al. argue, sampling by itself is not
sufficient to prevent overplotting, and might actually mask important
data outliers [21].

Fekete and Plaisant have proposed modifications of traditional visual
encodings which use the computer screen more efficiently [13]. These
scale better with dataset size, but nevertheless require a traversal of
all input data points that renders the proposal less attractive for larger
datasets. Carr et al. were among the first to propose techniques replac-
ing a scatterplot with an equivalent density plot [5]; nanocubes enable
these visualizations at a variety of dataset sizes and scales.

Careful data aggregation [17], then, appears to be one of the few
scalable solutions for low-latency large data graphics. While Elmqvist
and Fekete propose variations of visualization techniques that include
aggregation as a first-class citizen [12], in this paper we show how to
issue queries such that, at the screen resolution in which the application
is operating, the result is indistinguishable (or close to) from a complete

00,11 01,11 10,11 11,11

00,10 01,10 10,10 11,10

00,01 01,01 10,01 11,01

00,00 01,00 10,00 11,00

o1

o2

o3

o4

o5

0,1 1,1

0,0 1,0

= iPhone
= Android`device( )

`device( )

`spatial1 `spatial2

S = [ [`spatial1, `spatial2], [`device] ]

o2

o2o1

o2 o3

0,1

01,10

Android

o1

iPhone

1,0

10,01

o3

iPhone

o2o1 o3

iPhone

10,10

Android

o4

1,1

o1 o4

o4

11,01

iPhone

o5

iPhone

o5o3

0,1

01,10

Android

o1

0,1

01,10

Android

o1 o2 o2o1

iPhone

0,1

01,10

Android

o1 o2 o2o1

iPhone

1,0

10,01

o3

iPhone

o2o1 o3

iPhone

o2 o3

0,1

01,10

Android

o1 o2 o2o1

iPhone

1,0

10,01

o3

iPhone

o2o1 o3

iPhone

o2 o3

10,10

Android

o4

1,1

o1 o4

o4

Indexing Schema

1. 2. 3.

4. 5.

parent-child (same dimension):

proper

content (next dimension):

shared

proper shared

o5

o5

updated in 
current step

dimension
boundary

Fig. 2. An illustration of how to build a nanocube for five points [o1, . . . ,o5] under schema S. The complete process is described in Section 4.

Section 4, we show how to construct a data cube that fits in the main
memory of a modern laptop computer or workstation, extending the
work of Sismanis et al. [31]. In addition, the query times to build the
visual encodings in which we are interested will be at most proportional
to the size of the output, which is bounded by the number of screen
pixels (within a small factor). This is an important observation: the time
complexity of a visualization algorithm should ideally be bounded the
number of pixels it touches on the screen. Our technique enables real-
time exploratory visualization on datasets that are large, spatiotemporal,
and multidimensional. Because the speed of our data cube structure
hinges partly on it being small enough to fit in main memory, we call it
a nanocube.

By real-time, we mean query times on average under a millisecond
for a single thread running on computers ranging from laptops, to
workstations, to server-class computing nodes (Section 6). By large,
we mean that the datasets we support have millions to billions of entries.

By spatiotemporal, we mean that nanocubes support queries typical
of spatial databases, such as counting events in a spatial region that
can be either a rectangle covering most of the world, or a heatmap
of activity in downtown San Francisco (Section 4.3.1). By the same
token, nanocubes support temporal queries at multiple scales, such
as event counts by hour, day, week, or month over a period of years
(Section 4.3.3). Data cubes in general enable the Visual Information-
Seeking Mantra [29] of “Overview first, zoom and filter, then details-
on-demand” by providing summaries and letting users drill down by
expanding along the wanted dimensions. Nanocubes also provide
overviews, filters, zooming, and details-on-demand inside the spa-
tiotemporal dimensions themselves.

By multidimensional, we mean that besides latitude, longitude, and
time, each entry can have additional attributes (see section 6) that can
be used in query selections and rollups.

As we will show, nanocubes lend themselves very well to building
visual encodings which are fundamental building blocks of interac-
tive visualization systems, such as scatterplots, histograms, parallel
coordinate plots, and choropleth maps. In summary, we contribute:

• a novel data structure that improves on the current state of the art
data cube technology to enable real-time exploratory visualization
of multidimensional, spatiotemporal datasets;

• algorithms to query the nanocube and build linked and brushable
visual encodings commonly found in visualization systems; and

• case studies highlighting the strengths and weaknesses of our

technique, together with experiments to measure its utilization of
space, time, and network bandwidth.

2 RELATED WORK

Relational databases are so widespread and fundamental to the practice
of computing that they were a natural target for information visualiza-
tion almost since the field’s inception [20]. Mackinlay’s Automatic
Presentation Tool is the breakthrough result that critically connected the
relational structure of the data with the graphical primitives available
for display [23] and ultimately lead to data cube visualization tools
like Polaris [34, 35] and Show Me [24]. Nanocubes are specifically
designed to speed up queries for spatiotemporal data cubes, and could
eventually be used as a backend for these types of applications.

In contrast, some of the work in large data visualization involves
shipping the computation and data to a cluster of processing nodes.
While parallelism is an attractive option for increasing throughput, it
does not necessarily help achieve low latency, which is essential for
fluid interactions with a visualization tool. As a result, sophisticated
techniques such as query prediction become necessary [6]. Leveraging
the enormous power of graphics processing units has also become
popular [25, 21], but without algorithmic changes, linear scans through
the dataset will still be too slow for fluid interaction, even with GPUs.

Another popular way to cope with large datasets is through sampling.
Statistical sampling can be performed on the database backend [26, 1,
10, 14], or on the front-end [11]. Still, the techniques we introduce
with nanocubes can produce results quickly and exactly (to within
screen precision) without requiring approximations, which we believe
is preferable. In addition, as Liu et al. argue, sampling by itself is not
sufficient to prevent overplotting, and might actually mask important
data outliers [21].

Fekete and Plaisant have proposed modifications of traditional visual
encodings which use the computer screen more efficiently [13]. These
scale better with dataset size, but nevertheless require a traversal of
all input data points that renders the proposal less attractive for larger
datasets. Carr et al. were among the first to propose techniques replac-
ing a scatterplot with an equivalent density plot [5]; nanocubes enable
these visualizations at a variety of dataset sizes and scales.

Careful data aggregation [17], then, appears to be one of the few
scalable solutions for low-latency large data graphics. While Elmqvist
and Fekete propose variations of visualization techniques that include
aggregation as a first-class citizen [12], in this paper we show how to
issue queries such that, at the screen resolution in which the application
is operating, the result is indistinguishable (or close to) from a complete
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Fig. 2. An illustration of how to build a nanocube for five points [o1, . . . ,o5] under schema S. The complete process is described in Section 4.

Section 4, we show how to construct a data cube that fits in the main
memory of a modern laptop computer or workstation, extending the
work of Sismanis et al. [31]. In addition, the query times to build the
visual encodings in which we are interested will be at most proportional
to the size of the output, which is bounded by the number of screen
pixels (within a small factor). This is an important observation: the time
complexity of a visualization algorithm should ideally be bounded the
number of pixels it touches on the screen. Our technique enables real-
time exploratory visualization on datasets that are large, spatiotemporal,
and multidimensional. Because the speed of our data cube structure
hinges partly on it being small enough to fit in main memory, we call it
a nanocube.

By real-time, we mean query times on average under a millisecond
for a single thread running on computers ranging from laptops, to
workstations, to server-class computing nodes (Section 6). By large,
we mean that the datasets we support have millions to billions of entries.

By spatiotemporal, we mean that nanocubes support queries typical
of spatial databases, such as counting events in a spatial region that
can be either a rectangle covering most of the world, or a heatmap
of activity in downtown San Francisco (Section 4.3.1). By the same
token, nanocubes support temporal queries at multiple scales, such
as event counts by hour, day, week, or month over a period of years
(Section 4.3.3). Data cubes in general enable the Visual Information-
Seeking Mantra [29] of “Overview first, zoom and filter, then details-
on-demand” by providing summaries and letting users drill down by
expanding along the wanted dimensions. Nanocubes also provide
overviews, filters, zooming, and details-on-demand inside the spa-
tiotemporal dimensions themselves.

By multidimensional, we mean that besides latitude, longitude, and
time, each entry can have additional attributes (see section 6) that can
be used in query selections and rollups.

As we will show, nanocubes lend themselves very well to building
visual encodings which are fundamental building blocks of interac-
tive visualization systems, such as scatterplots, histograms, parallel
coordinate plots, and choropleth maps. In summary, we contribute:

• a novel data structure that improves on the current state of the art
data cube technology to enable real-time exploratory visualization
of multidimensional, spatiotemporal datasets;

• algorithms to query the nanocube and build linked and brushable
visual encodings commonly found in visualization systems; and

• case studies highlighting the strengths and weaknesses of our

technique, together with experiments to measure its utilization of
space, time, and network bandwidth.

2 RELATED WORK

Relational databases are so widespread and fundamental to the practice
of computing that they were a natural target for information visualiza-
tion almost since the field’s inception [20]. Mackinlay’s Automatic
Presentation Tool is the breakthrough result that critically connected the
relational structure of the data with the graphical primitives available
for display [23] and ultimately lead to data cube visualization tools
like Polaris [34, 35] and Show Me [24]. Nanocubes are specifically
designed to speed up queries for spatiotemporal data cubes, and could
eventually be used as a backend for these types of applications.

In contrast, some of the work in large data visualization involves
shipping the computation and data to a cluster of processing nodes.
While parallelism is an attractive option for increasing throughput, it
does not necessarily help achieve low latency, which is essential for
fluid interactions with a visualization tool. As a result, sophisticated
techniques such as query prediction become necessary [6]. Leveraging
the enormous power of graphics processing units has also become
popular [25, 21], but without algorithmic changes, linear scans through
the dataset will still be too slow for fluid interaction, even with GPUs.

Another popular way to cope with large datasets is through sampling.
Statistical sampling can be performed on the database backend [26, 1,
10, 14], or on the front-end [11]. Still, the techniques we introduce
with nanocubes can produce results quickly and exactly (to within
screen precision) without requiring approximations, which we believe
is preferable. In addition, as Liu et al. argue, sampling by itself is not
sufficient to prevent overplotting, and might actually mask important
data outliers [21].

Fekete and Plaisant have proposed modifications of traditional visual
encodings which use the computer screen more efficiently [13]. These
scale better with dataset size, but nevertheless require a traversal of
all input data points that renders the proposal less attractive for larger
datasets. Carr et al. were among the first to propose techniques replac-
ing a scatterplot with an equivalent density plot [5]; nanocubes enable
these visualizations at a variety of dataset sizes and scales.

Careful data aggregation [17], then, appears to be one of the few
scalable solutions for low-latency large data graphics. While Elmqvist
and Fekete propose variations of visualization techniques that include
aggregation as a first-class citizen [12], in this paper we show how to
issue queries such that, at the screen resolution in which the application
is operating, the result is indistinguishable (or close to) from a complete
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Fig. 2. An illustration of how to build a nanocube for five points [o1, . . . ,o5] under schema S. The complete process is described in Section 4.

Section 4, we show how to construct a data cube that fits in the main
memory of a modern laptop computer or workstation, extending the
work of Sismanis et al. [31]. In addition, the query times to build the
visual encodings in which we are interested will be at most proportional
to the size of the output, which is bounded by the number of screen
pixels (within a small factor). This is an important observation: the time
complexity of a visualization algorithm should ideally be bounded the
number of pixels it touches on the screen. Our technique enables real-
time exploratory visualization on datasets that are large, spatiotemporal,
and multidimensional. Because the speed of our data cube structure
hinges partly on it being small enough to fit in main memory, we call it
a nanocube.

By real-time, we mean query times on average under a millisecond
for a single thread running on computers ranging from laptops, to
workstations, to server-class computing nodes (Section 6). By large,
we mean that the datasets we support have millions to billions of entries.

By spatiotemporal, we mean that nanocubes support queries typical
of spatial databases, such as counting events in a spatial region that
can be either a rectangle covering most of the world, or a heatmap
of activity in downtown San Francisco (Section 4.3.1). By the same
token, nanocubes support temporal queries at multiple scales, such
as event counts by hour, day, week, or month over a period of years
(Section 4.3.3). Data cubes in general enable the Visual Information-
Seeking Mantra [29] of “Overview first, zoom and filter, then details-
on-demand” by providing summaries and letting users drill down by
expanding along the wanted dimensions. Nanocubes also provide
overviews, filters, zooming, and details-on-demand inside the spa-
tiotemporal dimensions themselves.

By multidimensional, we mean that besides latitude, longitude, and
time, each entry can have additional attributes (see section 6) that can
be used in query selections and rollups.

As we will show, nanocubes lend themselves very well to building
visual encodings which are fundamental building blocks of interac-
tive visualization systems, such as scatterplots, histograms, parallel
coordinate plots, and choropleth maps. In summary, we contribute:

• a novel data structure that improves on the current state of the art
data cube technology to enable real-time exploratory visualization
of multidimensional, spatiotemporal datasets;

• algorithms to query the nanocube and build linked and brushable
visual encodings commonly found in visualization systems; and

• case studies highlighting the strengths and weaknesses of our

technique, together with experiments to measure its utilization of
space, time, and network bandwidth.

2 RELATED WORK

Relational databases are so widespread and fundamental to the practice
of computing that they were a natural target for information visualiza-
tion almost since the field’s inception [20]. Mackinlay’s Automatic
Presentation Tool is the breakthrough result that critically connected the
relational structure of the data with the graphical primitives available
for display [23] and ultimately lead to data cube visualization tools
like Polaris [34, 35] and Show Me [24]. Nanocubes are specifically
designed to speed up queries for spatiotemporal data cubes, and could
eventually be used as a backend for these types of applications.

In contrast, some of the work in large data visualization involves
shipping the computation and data to a cluster of processing nodes.
While parallelism is an attractive option for increasing throughput, it
does not necessarily help achieve low latency, which is essential for
fluid interactions with a visualization tool. As a result, sophisticated
techniques such as query prediction become necessary [6]. Leveraging
the enormous power of graphics processing units has also become
popular [25, 21], but without algorithmic changes, linear scans through
the dataset will still be too slow for fluid interaction, even with GPUs.

Another popular way to cope with large datasets is through sampling.
Statistical sampling can be performed on the database backend [26, 1,
10, 14], or on the front-end [11]. Still, the techniques we introduce
with nanocubes can produce results quickly and exactly (to within
screen precision) without requiring approximations, which we believe
is preferable. In addition, as Liu et al. argue, sampling by itself is not
sufficient to prevent overplotting, and might actually mask important
data outliers [21].

Fekete and Plaisant have proposed modifications of traditional visual
encodings which use the computer screen more efficiently [13]. These
scale better with dataset size, but nevertheless require a traversal of
all input data points that renders the proposal less attractive for larger
datasets. Carr et al. were among the first to propose techniques replac-
ing a scatterplot with an equivalent density plot [5]; nanocubes enable
these visualizations at a variety of dataset sizes and scales.

Careful data aggregation [17], then, appears to be one of the few
scalable solutions for low-latency large data graphics. While Elmqvist
and Fekete propose variations of visualization techniques that include
aggregation as a first-class citizen [12], in this paper we show how to
issue queries such that, at the screen resolution in which the application
is operating, the result is indistinguishable (or close to) from a complete
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Fig. 2. An illustration of how to build a nanocube for five points [o1, . . . ,o5] under schema S. The complete process is described in Section 4.

Section 4, we show how to construct a data cube that fits in the main
memory of a modern laptop computer or workstation, extending the
work of Sismanis et al. [31]. In addition, the query times to build the
visual encodings in which we are interested will be at most proportional
to the size of the output, which is bounded by the number of screen
pixels (within a small factor). This is an important observation: the time
complexity of a visualization algorithm should ideally be bounded the
number of pixels it touches on the screen. Our technique enables real-
time exploratory visualization on datasets that are large, spatiotemporal,
and multidimensional. Because the speed of our data cube structure
hinges partly on it being small enough to fit in main memory, we call it
a nanocube.

By real-time, we mean query times on average under a millisecond
for a single thread running on computers ranging from laptops, to
workstations, to server-class computing nodes (Section 6). By large,
we mean that the datasets we support have millions to billions of entries.

By spatiotemporal, we mean that nanocubes support queries typical
of spatial databases, such as counting events in a spatial region that
can be either a rectangle covering most of the world, or a heatmap
of activity in downtown San Francisco (Section 4.3.1). By the same
token, nanocubes support temporal queries at multiple scales, such
as event counts by hour, day, week, or month over a period of years
(Section 4.3.3). Data cubes in general enable the Visual Information-
Seeking Mantra [29] of “Overview first, zoom and filter, then details-
on-demand” by providing summaries and letting users drill down by
expanding along the wanted dimensions. Nanocubes also provide
overviews, filters, zooming, and details-on-demand inside the spa-
tiotemporal dimensions themselves.

By multidimensional, we mean that besides latitude, longitude, and
time, each entry can have additional attributes (see section 6) that can
be used in query selections and rollups.

As we will show, nanocubes lend themselves very well to building
visual encodings which are fundamental building blocks of interac-
tive visualization systems, such as scatterplots, histograms, parallel
coordinate plots, and choropleth maps. In summary, we contribute:

• a novel data structure that improves on the current state of the art
data cube technology to enable real-time exploratory visualization
of multidimensional, spatiotemporal datasets;

• algorithms to query the nanocube and build linked and brushable
visual encodings commonly found in visualization systems; and

• case studies highlighting the strengths and weaknesses of our

technique, together with experiments to measure its utilization of
space, time, and network bandwidth.

2 RELATED WORK

Relational databases are so widespread and fundamental to the practice
of computing that they were a natural target for information visualiza-
tion almost since the field’s inception [20]. Mackinlay’s Automatic
Presentation Tool is the breakthrough result that critically connected the
relational structure of the data with the graphical primitives available
for display [23] and ultimately lead to data cube visualization tools
like Polaris [34, 35] and Show Me [24]. Nanocubes are specifically
designed to speed up queries for spatiotemporal data cubes, and could
eventually be used as a backend for these types of applications.

In contrast, some of the work in large data visualization involves
shipping the computation and data to a cluster of processing nodes.
While parallelism is an attractive option for increasing throughput, it
does not necessarily help achieve low latency, which is essential for
fluid interactions with a visualization tool. As a result, sophisticated
techniques such as query prediction become necessary [6]. Leveraging
the enormous power of graphics processing units has also become
popular [25, 21], but without algorithmic changes, linear scans through
the dataset will still be too slow for fluid interaction, even with GPUs.

Another popular way to cope with large datasets is through sampling.
Statistical sampling can be performed on the database backend [26, 1,
10, 14], or on the front-end [11]. Still, the techniques we introduce
with nanocubes can produce results quickly and exactly (to within
screen precision) without requiring approximations, which we believe
is preferable. In addition, as Liu et al. argue, sampling by itself is not
sufficient to prevent overplotting, and might actually mask important
data outliers [21].

Fekete and Plaisant have proposed modifications of traditional visual
encodings which use the computer screen more efficiently [13]. These
scale better with dataset size, but nevertheless require a traversal of
all input data points that renders the proposal less attractive for larger
datasets. Carr et al. were among the first to propose techniques replac-
ing a scatterplot with an equivalent density plot [5]; nanocubes enable
these visualizations at a variety of dataset sizes and scales.

Careful data aggregation [17], then, appears to be one of the few
scalable solutions for low-latency large data graphics. While Elmqvist
and Fekete propose variations of visualization techniques that include
aggregation as a first-class citizen [12], in this paper we show how to
issue queries such that, at the screen resolution in which the application
is operating, the result is indistinguishable (or close to) from a complete
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Fig. 2. An illustration of how to build a nanocube for five points [o1, . . . ,o5] under schema S. The complete process is described in Section 4.

Section 4, we show how to construct a data cube that fits in the main
memory of a modern laptop computer or workstation, extending the
work of Sismanis et al. [31]. In addition, the query times to build the
visual encodings in which we are interested will be at most proportional
to the size of the output, which is bounded by the number of screen
pixels (within a small factor). This is an important observation: the time
complexity of a visualization algorithm should ideally be bounded the
number of pixels it touches on the screen. Our technique enables real-
time exploratory visualization on datasets that are large, spatiotemporal,
and multidimensional. Because the speed of our data cube structure
hinges partly on it being small enough to fit in main memory, we call it
a nanocube.

By real-time, we mean query times on average under a millisecond
for a single thread running on computers ranging from laptops, to
workstations, to server-class computing nodes (Section 6). By large,
we mean that the datasets we support have millions to billions of entries.

By spatiotemporal, we mean that nanocubes support queries typical
of spatial databases, such as counting events in a spatial region that
can be either a rectangle covering most of the world, or a heatmap
of activity in downtown San Francisco (Section 4.3.1). By the same
token, nanocubes support temporal queries at multiple scales, such
as event counts by hour, day, week, or month over a period of years
(Section 4.3.3). Data cubes in general enable the Visual Information-
Seeking Mantra [29] of “Overview first, zoom and filter, then details-
on-demand” by providing summaries and letting users drill down by
expanding along the wanted dimensions. Nanocubes also provide
overviews, filters, zooming, and details-on-demand inside the spa-
tiotemporal dimensions themselves.

By multidimensional, we mean that besides latitude, longitude, and
time, each entry can have additional attributes (see section 6) that can
be used in query selections and rollups.

As we will show, nanocubes lend themselves very well to building
visual encodings which are fundamental building blocks of interac-
tive visualization systems, such as scatterplots, histograms, parallel
coordinate plots, and choropleth maps. In summary, we contribute:

• a novel data structure that improves on the current state of the art
data cube technology to enable real-time exploratory visualization
of multidimensional, spatiotemporal datasets;

• algorithms to query the nanocube and build linked and brushable
visual encodings commonly found in visualization systems; and

• case studies highlighting the strengths and weaknesses of our

technique, together with experiments to measure its utilization of
space, time, and network bandwidth.

2 RELATED WORK

Relational databases are so widespread and fundamental to the practice
of computing that they were a natural target for information visualiza-
tion almost since the field’s inception [20]. Mackinlay’s Automatic
Presentation Tool is the breakthrough result that critically connected the
relational structure of the data with the graphical primitives available
for display [23] and ultimately lead to data cube visualization tools
like Polaris [34, 35] and Show Me [24]. Nanocubes are specifically
designed to speed up queries for spatiotemporal data cubes, and could
eventually be used as a backend for these types of applications.

In contrast, some of the work in large data visualization involves
shipping the computation and data to a cluster of processing nodes.
While parallelism is an attractive option for increasing throughput, it
does not necessarily help achieve low latency, which is essential for
fluid interactions with a visualization tool. As a result, sophisticated
techniques such as query prediction become necessary [6]. Leveraging
the enormous power of graphics processing units has also become
popular [25, 21], but without algorithmic changes, linear scans through
the dataset will still be too slow for fluid interaction, even with GPUs.

Another popular way to cope with large datasets is through sampling.
Statistical sampling can be performed on the database backend [26, 1,
10, 14], or on the front-end [11]. Still, the techniques we introduce
with nanocubes can produce results quickly and exactly (to within
screen precision) without requiring approximations, which we believe
is preferable. In addition, as Liu et al. argue, sampling by itself is not
sufficient to prevent overplotting, and might actually mask important
data outliers [21].

Fekete and Plaisant have proposed modifications of traditional visual
encodings which use the computer screen more efficiently [13]. These
scale better with dataset size, but nevertheless require a traversal of
all input data points that renders the proposal less attractive for larger
datasets. Carr et al. were among the first to propose techniques replac-
ing a scatterplot with an equivalent density plot [5]; nanocubes enable
these visualizations at a variety of dataset sizes and scales.

Careful data aggregation [17], then, appears to be one of the few
scalable solutions for low-latency large data graphics. While Elmqvist
and Fekete propose variations of visualization techniques that include
aggregation as a first-class citizen [12], in this paper we show how to
issue queries such that, at the screen resolution in which the application
is operating, the result is indistinguishable (or close to) from a complete
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Fig. 2. An illustration of how to build a nanocube for five points [o1, . . . ,o5] under schema S. The complete process is described in Section 4.

Section 4, we show how to construct a data cube that fits in the main
memory of a modern laptop computer or workstation, extending the
work of Sismanis et al. [31]. In addition, the query times to build the
visual encodings in which we are interested will be at most proportional
to the size of the output, which is bounded by the number of screen
pixels (within a small factor). This is an important observation: the time
complexity of a visualization algorithm should ideally be bounded the
number of pixels it touches on the screen. Our technique enables real-
time exploratory visualization on datasets that are large, spatiotemporal,
and multidimensional. Because the speed of our data cube structure
hinges partly on it being small enough to fit in main memory, we call it
a nanocube.

By real-time, we mean query times on average under a millisecond
for a single thread running on computers ranging from laptops, to
workstations, to server-class computing nodes (Section 6). By large,
we mean that the datasets we support have millions to billions of entries.

By spatiotemporal, we mean that nanocubes support queries typical
of spatial databases, such as counting events in a spatial region that
can be either a rectangle covering most of the world, or a heatmap
of activity in downtown San Francisco (Section 4.3.1). By the same
token, nanocubes support temporal queries at multiple scales, such
as event counts by hour, day, week, or month over a period of years
(Section 4.3.3). Data cubes in general enable the Visual Information-
Seeking Mantra [29] of “Overview first, zoom and filter, then details-
on-demand” by providing summaries and letting users drill down by
expanding along the wanted dimensions. Nanocubes also provide
overviews, filters, zooming, and details-on-demand inside the spa-
tiotemporal dimensions themselves.

By multidimensional, we mean that besides latitude, longitude, and
time, each entry can have additional attributes (see section 6) that can
be used in query selections and rollups.

As we will show, nanocubes lend themselves very well to building
visual encodings which are fundamental building blocks of interac-
tive visualization systems, such as scatterplots, histograms, parallel
coordinate plots, and choropleth maps. In summary, we contribute:

• a novel data structure that improves on the current state of the art
data cube technology to enable real-time exploratory visualization
of multidimensional, spatiotemporal datasets;

• algorithms to query the nanocube and build linked and brushable
visual encodings commonly found in visualization systems; and

• case studies highlighting the strengths and weaknesses of our

technique, together with experiments to measure its utilization of
space, time, and network bandwidth.

2 RELATED WORK

Relational databases are so widespread and fundamental to the practice
of computing that they were a natural target for information visualiza-
tion almost since the field’s inception [20]. Mackinlay’s Automatic
Presentation Tool is the breakthrough result that critically connected the
relational structure of the data with the graphical primitives available
for display [23] and ultimately lead to data cube visualization tools
like Polaris [34, 35] and Show Me [24]. Nanocubes are specifically
designed to speed up queries for spatiotemporal data cubes, and could
eventually be used as a backend for these types of applications.

In contrast, some of the work in large data visualization involves
shipping the computation and data to a cluster of processing nodes.
While parallelism is an attractive option for increasing throughput, it
does not necessarily help achieve low latency, which is essential for
fluid interactions with a visualization tool. As a result, sophisticated
techniques such as query prediction become necessary [6]. Leveraging
the enormous power of graphics processing units has also become
popular [25, 21], but without algorithmic changes, linear scans through
the dataset will still be too slow for fluid interaction, even with GPUs.

Another popular way to cope with large datasets is through sampling.
Statistical sampling can be performed on the database backend [26, 1,
10, 14], or on the front-end [11]. Still, the techniques we introduce
with nanocubes can produce results quickly and exactly (to within
screen precision) without requiring approximations, which we believe
is preferable. In addition, as Liu et al. argue, sampling by itself is not
sufficient to prevent overplotting, and might actually mask important
data outliers [21].

Fekete and Plaisant have proposed modifications of traditional visual
encodings which use the computer screen more efficiently [13]. These
scale better with dataset size, but nevertheless require a traversal of
all input data points that renders the proposal less attractive for larger
datasets. Carr et al. were among the first to propose techniques replac-
ing a scatterplot with an equivalent density plot [5]; nanocubes enable
these visualizations at a variety of dataset sizes and scales.

Careful data aggregation [17], then, appears to be one of the few
scalable solutions for low-latency large data graphics. While Elmqvist
and Fekete propose variations of visualization techniques that include
aggregation as a first-class citizen [12], in this paper we show how to
issue queries such that, at the screen resolution in which the application
is operating, the result is indistinguishable (or close to) from a complete
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Fig. 2. An illustration of how to build a nanocube for five points [o1, . . . ,o5] under schema S. The complete process is described in Section 4.

Section 4, we show how to construct a data cube that fits in the main
memory of a modern laptop computer or workstation, extending the
work of Sismanis et al. [31]. In addition, the query times to build the
visual encodings in which we are interested will be at most proportional
to the size of the output, which is bounded by the number of screen
pixels (within a small factor). This is an important observation: the time
complexity of a visualization algorithm should ideally be bounded the
number of pixels it touches on the screen. Our technique enables real-
time exploratory visualization on datasets that are large, spatiotemporal,
and multidimensional. Because the speed of our data cube structure
hinges partly on it being small enough to fit in main memory, we call it
a nanocube.

By real-time, we mean query times on average under a millisecond
for a single thread running on computers ranging from laptops, to
workstations, to server-class computing nodes (Section 6). By large,
we mean that the datasets we support have millions to billions of entries.

By spatiotemporal, we mean that nanocubes support queries typical
of spatial databases, such as counting events in a spatial region that
can be either a rectangle covering most of the world, or a heatmap
of activity in downtown San Francisco (Section 4.3.1). By the same
token, nanocubes support temporal queries at multiple scales, such
as event counts by hour, day, week, or month over a period of years
(Section 4.3.3). Data cubes in general enable the Visual Information-
Seeking Mantra [29] of “Overview first, zoom and filter, then details-
on-demand” by providing summaries and letting users drill down by
expanding along the wanted dimensions. Nanocubes also provide
overviews, filters, zooming, and details-on-demand inside the spa-
tiotemporal dimensions themselves.

By multidimensional, we mean that besides latitude, longitude, and
time, each entry can have additional attributes (see section 6) that can
be used in query selections and rollups.

As we will show, nanocubes lend themselves very well to building
visual encodings which are fundamental building blocks of interac-
tive visualization systems, such as scatterplots, histograms, parallel
coordinate plots, and choropleth maps. In summary, we contribute:

• a novel data structure that improves on the current state of the art
data cube technology to enable real-time exploratory visualization
of multidimensional, spatiotemporal datasets;

• algorithms to query the nanocube and build linked and brushable
visual encodings commonly found in visualization systems; and

• case studies highlighting the strengths and weaknesses of our

technique, together with experiments to measure its utilization of
space, time, and network bandwidth.

2 RELATED WORK

Relational databases are so widespread and fundamental to the practice
of computing that they were a natural target for information visualiza-
tion almost since the field’s inception [20]. Mackinlay’s Automatic
Presentation Tool is the breakthrough result that critically connected the
relational structure of the data with the graphical primitives available
for display [23] and ultimately lead to data cube visualization tools
like Polaris [34, 35] and Show Me [24]. Nanocubes are specifically
designed to speed up queries for spatiotemporal data cubes, and could
eventually be used as a backend for these types of applications.

In contrast, some of the work in large data visualization involves
shipping the computation and data to a cluster of processing nodes.
While parallelism is an attractive option for increasing throughput, it
does not necessarily help achieve low latency, which is essential for
fluid interactions with a visualization tool. As a result, sophisticated
techniques such as query prediction become necessary [6]. Leveraging
the enormous power of graphics processing units has also become
popular [25, 21], but without algorithmic changes, linear scans through
the dataset will still be too slow for fluid interaction, even with GPUs.

Another popular way to cope with large datasets is through sampling.
Statistical sampling can be performed on the database backend [26, 1,
10, 14], or on the front-end [11]. Still, the techniques we introduce
with nanocubes can produce results quickly and exactly (to within
screen precision) without requiring approximations, which we believe
is preferable. In addition, as Liu et al. argue, sampling by itself is not
sufficient to prevent overplotting, and might actually mask important
data outliers [21].

Fekete and Plaisant have proposed modifications of traditional visual
encodings which use the computer screen more efficiently [13]. These
scale better with dataset size, but nevertheless require a traversal of
all input data points that renders the proposal less attractive for larger
datasets. Carr et al. were among the first to propose techniques replac-
ing a scatterplot with an equivalent density plot [5]; nanocubes enable
these visualizations at a variety of dataset sizes and scales.

Careful data aggregation [17], then, appears to be one of the few
scalable solutions for low-latency large data graphics. While Elmqvist
and Fekete propose variations of visualization techniques that include
aggregation as a first-class citizen [12], in this paper we show how to
issue queries such that, at the screen resolution in which the application
is operating, the result is indistinguishable (or close to) from a complete
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Fig. 2. An illustration of how to build a nanocube for five points [o1, . . . ,o5] under schema S. The complete process is described in Section 4.

Section 4, we show how to construct a data cube that fits in the main
memory of a modern laptop computer or workstation, extending the
work of Sismanis et al. [31]. In addition, the query times to build the
visual encodings in which we are interested will be at most proportional
to the size of the output, which is bounded by the number of screen
pixels (within a small factor). This is an important observation: the time
complexity of a visualization algorithm should ideally be bounded the
number of pixels it touches on the screen. Our technique enables real-
time exploratory visualization on datasets that are large, spatiotemporal,
and multidimensional. Because the speed of our data cube structure
hinges partly on it being small enough to fit in main memory, we call it
a nanocube.

By real-time, we mean query times on average under a millisecond
for a single thread running on computers ranging from laptops, to
workstations, to server-class computing nodes (Section 6). By large,
we mean that the datasets we support have millions to billions of entries.

By spatiotemporal, we mean that nanocubes support queries typical
of spatial databases, such as counting events in a spatial region that
can be either a rectangle covering most of the world, or a heatmap
of activity in downtown San Francisco (Section 4.3.1). By the same
token, nanocubes support temporal queries at multiple scales, such
as event counts by hour, day, week, or month over a period of years
(Section 4.3.3). Data cubes in general enable the Visual Information-
Seeking Mantra [29] of “Overview first, zoom and filter, then details-
on-demand” by providing summaries and letting users drill down by
expanding along the wanted dimensions. Nanocubes also provide
overviews, filters, zooming, and details-on-demand inside the spa-
tiotemporal dimensions themselves.

By multidimensional, we mean that besides latitude, longitude, and
time, each entry can have additional attributes (see section 6) that can
be used in query selections and rollups.

As we will show, nanocubes lend themselves very well to building
visual encodings which are fundamental building blocks of interac-
tive visualization systems, such as scatterplots, histograms, parallel
coordinate plots, and choropleth maps. In summary, we contribute:

• a novel data structure that improves on the current state of the art
data cube technology to enable real-time exploratory visualization
of multidimensional, spatiotemporal datasets;

• algorithms to query the nanocube and build linked and brushable
visual encodings commonly found in visualization systems; and

• case studies highlighting the strengths and weaknesses of our

technique, together with experiments to measure its utilization of
space, time, and network bandwidth.

2 RELATED WORK

Relational databases are so widespread and fundamental to the practice
of computing that they were a natural target for information visualiza-
tion almost since the field’s inception [20]. Mackinlay’s Automatic
Presentation Tool is the breakthrough result that critically connected the
relational structure of the data with the graphical primitives available
for display [23] and ultimately lead to data cube visualization tools
like Polaris [34, 35] and Show Me [24]. Nanocubes are specifically
designed to speed up queries for spatiotemporal data cubes, and could
eventually be used as a backend for these types of applications.

In contrast, some of the work in large data visualization involves
shipping the computation and data to a cluster of processing nodes.
While parallelism is an attractive option for increasing throughput, it
does not necessarily help achieve low latency, which is essential for
fluid interactions with a visualization tool. As a result, sophisticated
techniques such as query prediction become necessary [6]. Leveraging
the enormous power of graphics processing units has also become
popular [25, 21], but without algorithmic changes, linear scans through
the dataset will still be too slow for fluid interaction, even with GPUs.

Another popular way to cope with large datasets is through sampling.
Statistical sampling can be performed on the database backend [26, 1,
10, 14], or on the front-end [11]. Still, the techniques we introduce
with nanocubes can produce results quickly and exactly (to within
screen precision) without requiring approximations, which we believe
is preferable. In addition, as Liu et al. argue, sampling by itself is not
sufficient to prevent overplotting, and might actually mask important
data outliers [21].

Fekete and Plaisant have proposed modifications of traditional visual
encodings which use the computer screen more efficiently [13]. These
scale better with dataset size, but nevertheless require a traversal of
all input data points that renders the proposal less attractive for larger
datasets. Carr et al. were among the first to propose techniques replac-
ing a scatterplot with an equivalent density plot [5]; nanocubes enable
these visualizations at a variety of dataset sizes and scales.

Careful data aggregation [17], then, appears to be one of the few
scalable solutions for low-latency large data graphics. While Elmqvist
and Fekete propose variations of visualization techniques that include
aggregation as a first-class citizen [12], in this paper we show how to
issue queries such that, at the screen resolution in which the application
is operating, the result is indistinguishable (or close to) from a complete
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Fig. 2. An illustration of how to build a nanocube for five points [o1, . . . ,o5] under schema S. The complete process is described in Section 4.

Section 4, we show how to construct a data cube that fits in the main
memory of a modern laptop computer or workstation, extending the
work of Sismanis et al. [31]. In addition, the query times to build the
visual encodings in which we are interested will be at most proportional
to the size of the output, which is bounded by the number of screen
pixels (within a small factor). This is an important observation: the time
complexity of a visualization algorithm should ideally be bounded the
number of pixels it touches on the screen. Our technique enables real-
time exploratory visualization on datasets that are large, spatiotemporal,
and multidimensional. Because the speed of our data cube structure
hinges partly on it being small enough to fit in main memory, we call it
a nanocube.

By real-time, we mean query times on average under a millisecond
for a single thread running on computers ranging from laptops, to
workstations, to server-class computing nodes (Section 6). By large,
we mean that the datasets we support have millions to billions of entries.

By spatiotemporal, we mean that nanocubes support queries typical
of spatial databases, such as counting events in a spatial region that
can be either a rectangle covering most of the world, or a heatmap
of activity in downtown San Francisco (Section 4.3.1). By the same
token, nanocubes support temporal queries at multiple scales, such
as event counts by hour, day, week, or month over a period of years
(Section 4.3.3). Data cubes in general enable the Visual Information-
Seeking Mantra [29] of “Overview first, zoom and filter, then details-
on-demand” by providing summaries and letting users drill down by
expanding along the wanted dimensions. Nanocubes also provide
overviews, filters, zooming, and details-on-demand inside the spa-
tiotemporal dimensions themselves.

By multidimensional, we mean that besides latitude, longitude, and
time, each entry can have additional attributes (see section 6) that can
be used in query selections and rollups.

As we will show, nanocubes lend themselves very well to building
visual encodings which are fundamental building blocks of interac-
tive visualization systems, such as scatterplots, histograms, parallel
coordinate plots, and choropleth maps. In summary, we contribute:

• a novel data structure that improves on the current state of the art
data cube technology to enable real-time exploratory visualization
of multidimensional, spatiotemporal datasets;

• algorithms to query the nanocube and build linked and brushable
visual encodings commonly found in visualization systems; and

• case studies highlighting the strengths and weaknesses of our

technique, together with experiments to measure its utilization of
space, time, and network bandwidth.

2 RELATED WORK

Relational databases are so widespread and fundamental to the practice
of computing that they were a natural target for information visualiza-
tion almost since the field’s inception [20]. Mackinlay’s Automatic
Presentation Tool is the breakthrough result that critically connected the
relational structure of the data with the graphical primitives available
for display [23] and ultimately lead to data cube visualization tools
like Polaris [34, 35] and Show Me [24]. Nanocubes are specifically
designed to speed up queries for spatiotemporal data cubes, and could
eventually be used as a backend for these types of applications.

In contrast, some of the work in large data visualization involves
shipping the computation and data to a cluster of processing nodes.
While parallelism is an attractive option for increasing throughput, it
does not necessarily help achieve low latency, which is essential for
fluid interactions with a visualization tool. As a result, sophisticated
techniques such as query prediction become necessary [6]. Leveraging
the enormous power of graphics processing units has also become
popular [25, 21], but without algorithmic changes, linear scans through
the dataset will still be too slow for fluid interaction, even with GPUs.

Another popular way to cope with large datasets is through sampling.
Statistical sampling can be performed on the database backend [26, 1,
10, 14], or on the front-end [11]. Still, the techniques we introduce
with nanocubes can produce results quickly and exactly (to within
screen precision) without requiring approximations, which we believe
is preferable. In addition, as Liu et al. argue, sampling by itself is not
sufficient to prevent overplotting, and might actually mask important
data outliers [21].

Fekete and Plaisant have proposed modifications of traditional visual
encodings which use the computer screen more efficiently [13]. These
scale better with dataset size, but nevertheless require a traversal of
all input data points that renders the proposal less attractive for larger
datasets. Carr et al. were among the first to propose techniques replac-
ing a scatterplot with an equivalent density plot [5]; nanocubes enable
these visualizations at a variety of dataset sizes and scales.

Careful data aggregation [17], then, appears to be one of the few
scalable solutions for low-latency large data graphics. While Elmqvist
and Fekete propose variations of visualization techniques that include
aggregation as a first-class citizen [12], in this paper we show how to
issue queries such that, at the screen resolution in which the application
is operating, the result is indistinguishable (or close to) from a complete
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Fig. 2. An illustration of how to build a nanocube for five points [o1, . . . ,o5] under schema S. The complete process is described in Section 4.

Section 4, we show how to construct a data cube that fits in the main
memory of a modern laptop computer or workstation, extending the
work of Sismanis et al. [31]. In addition, the query times to build the
visual encodings in which we are interested will be at most proportional
to the size of the output, which is bounded by the number of screen
pixels (within a small factor). This is an important observation: the time
complexity of a visualization algorithm should ideally be bounded the
number of pixels it touches on the screen. Our technique enables real-
time exploratory visualization on datasets that are large, spatiotemporal,
and multidimensional. Because the speed of our data cube structure
hinges partly on it being small enough to fit in main memory, we call it
a nanocube.

By real-time, we mean query times on average under a millisecond
for a single thread running on computers ranging from laptops, to
workstations, to server-class computing nodes (Section 6). By large,
we mean that the datasets we support have millions to billions of entries.

By spatiotemporal, we mean that nanocubes support queries typical
of spatial databases, such as counting events in a spatial region that
can be either a rectangle covering most of the world, or a heatmap
of activity in downtown San Francisco (Section 4.3.1). By the same
token, nanocubes support temporal queries at multiple scales, such
as event counts by hour, day, week, or month over a period of years
(Section 4.3.3). Data cubes in general enable the Visual Information-
Seeking Mantra [29] of “Overview first, zoom and filter, then details-
on-demand” by providing summaries and letting users drill down by
expanding along the wanted dimensions. Nanocubes also provide
overviews, filters, zooming, and details-on-demand inside the spa-
tiotemporal dimensions themselves.

By multidimensional, we mean that besides latitude, longitude, and
time, each entry can have additional attributes (see section 6) that can
be used in query selections and rollups.

As we will show, nanocubes lend themselves very well to building
visual encodings which are fundamental building blocks of interac-
tive visualization systems, such as scatterplots, histograms, parallel
coordinate plots, and choropleth maps. In summary, we contribute:

• a novel data structure that improves on the current state of the art
data cube technology to enable real-time exploratory visualization
of multidimensional, spatiotemporal datasets;

• algorithms to query the nanocube and build linked and brushable
visual encodings commonly found in visualization systems; and

• case studies highlighting the strengths and weaknesses of our

technique, together with experiments to measure its utilization of
space, time, and network bandwidth.

2 RELATED WORK

Relational databases are so widespread and fundamental to the practice
of computing that they were a natural target for information visualiza-
tion almost since the field’s inception [20]. Mackinlay’s Automatic
Presentation Tool is the breakthrough result that critically connected the
relational structure of the data with the graphical primitives available
for display [23] and ultimately lead to data cube visualization tools
like Polaris [34, 35] and Show Me [24]. Nanocubes are specifically
designed to speed up queries for spatiotemporal data cubes, and could
eventually be used as a backend for these types of applications.

In contrast, some of the work in large data visualization involves
shipping the computation and data to a cluster of processing nodes.
While parallelism is an attractive option for increasing throughput, it
does not necessarily help achieve low latency, which is essential for
fluid interactions with a visualization tool. As a result, sophisticated
techniques such as query prediction become necessary [6]. Leveraging
the enormous power of graphics processing units has also become
popular [25, 21], but without algorithmic changes, linear scans through
the dataset will still be too slow for fluid interaction, even with GPUs.

Another popular way to cope with large datasets is through sampling.
Statistical sampling can be performed on the database backend [26, 1,
10, 14], or on the front-end [11]. Still, the techniques we introduce
with nanocubes can produce results quickly and exactly (to within
screen precision) without requiring approximations, which we believe
is preferable. In addition, as Liu et al. argue, sampling by itself is not
sufficient to prevent overplotting, and might actually mask important
data outliers [21].

Fekete and Plaisant have proposed modifications of traditional visual
encodings which use the computer screen more efficiently [13]. These
scale better with dataset size, but nevertheless require a traversal of
all input data points that renders the proposal less attractive for larger
datasets. Carr et al. were among the first to propose techniques replac-
ing a scatterplot with an equivalent density plot [5]; nanocubes enable
these visualizations at a variety of dataset sizes and scales.

Careful data aggregation [17], then, appears to be one of the few
scalable solutions for low-latency large data graphics. While Elmqvist
and Fekete propose variations of visualization techniques that include
aggregation as a first-class citizen [12], in this paper we show how to
issue queries such that, at the screen resolution in which the application
is operating, the result is indistinguishable (or close to) from a complete
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Fig. 2. An illustration of how to build a nanocube for five points [o1, . . . ,o5] under schema S. The complete process is described in Section 4.

Section 4, we show how to construct a data cube that fits in the main
memory of a modern laptop computer or workstation, extending the
work of Sismanis et al. [31]. In addition, the query times to build the
visual encodings in which we are interested will be at most proportional
to the size of the output, which is bounded by the number of screen
pixels (within a small factor). This is an important observation: the time
complexity of a visualization algorithm should ideally be bounded the
number of pixels it touches on the screen. Our technique enables real-
time exploratory visualization on datasets that are large, spatiotemporal,
and multidimensional. Because the speed of our data cube structure
hinges partly on it being small enough to fit in main memory, we call it
a nanocube.

By real-time, we mean query times on average under a millisecond
for a single thread running on computers ranging from laptops, to
workstations, to server-class computing nodes (Section 6). By large,
we mean that the datasets we support have millions to billions of entries.

By spatiotemporal, we mean that nanocubes support queries typical
of spatial databases, such as counting events in a spatial region that
can be either a rectangle covering most of the world, or a heatmap
of activity in downtown San Francisco (Section 4.3.1). By the same
token, nanocubes support temporal queries at multiple scales, such
as event counts by hour, day, week, or month over a period of years
(Section 4.3.3). Data cubes in general enable the Visual Information-
Seeking Mantra [29] of “Overview first, zoom and filter, then details-
on-demand” by providing summaries and letting users drill down by
expanding along the wanted dimensions. Nanocubes also provide
overviews, filters, zooming, and details-on-demand inside the spa-
tiotemporal dimensions themselves.

By multidimensional, we mean that besides latitude, longitude, and
time, each entry can have additional attributes (see section 6) that can
be used in query selections and rollups.

As we will show, nanocubes lend themselves very well to building
visual encodings which are fundamental building blocks of interac-
tive visualization systems, such as scatterplots, histograms, parallel
coordinate plots, and choropleth maps. In summary, we contribute:

• a novel data structure that improves on the current state of the art
data cube technology to enable real-time exploratory visualization
of multidimensional, spatiotemporal datasets;

• algorithms to query the nanocube and build linked and brushable
visual encodings commonly found in visualization systems; and

• case studies highlighting the strengths and weaknesses of our

technique, together with experiments to measure its utilization of
space, time, and network bandwidth.

2 RELATED WORK

Relational databases are so widespread and fundamental to the practice
of computing that they were a natural target for information visualiza-
tion almost since the field’s inception [20]. Mackinlay’s Automatic
Presentation Tool is the breakthrough result that critically connected the
relational structure of the data with the graphical primitives available
for display [23] and ultimately lead to data cube visualization tools
like Polaris [34, 35] and Show Me [24]. Nanocubes are specifically
designed to speed up queries for spatiotemporal data cubes, and could
eventually be used as a backend for these types of applications.

In contrast, some of the work in large data visualization involves
shipping the computation and data to a cluster of processing nodes.
While parallelism is an attractive option for increasing throughput, it
does not necessarily help achieve low latency, which is essential for
fluid interactions with a visualization tool. As a result, sophisticated
techniques such as query prediction become necessary [6]. Leveraging
the enormous power of graphics processing units has also become
popular [25, 21], but without algorithmic changes, linear scans through
the dataset will still be too slow for fluid interaction, even with GPUs.

Another popular way to cope with large datasets is through sampling.
Statistical sampling can be performed on the database backend [26, 1,
10, 14], or on the front-end [11]. Still, the techniques we introduce
with nanocubes can produce results quickly and exactly (to within
screen precision) without requiring approximations, which we believe
is preferable. In addition, as Liu et al. argue, sampling by itself is not
sufficient to prevent overplotting, and might actually mask important
data outliers [21].

Fekete and Plaisant have proposed modifications of traditional visual
encodings which use the computer screen more efficiently [13]. These
scale better with dataset size, but nevertheless require a traversal of
all input data points that renders the proposal less attractive for larger
datasets. Carr et al. were among the first to propose techniques replac-
ing a scatterplot with an equivalent density plot [5]; nanocubes enable
these visualizations at a variety of dataset sizes and scales.

Careful data aggregation [17], then, appears to be one of the few
scalable solutions for low-latency large data graphics. While Elmqvist
and Fekete propose variations of visualization techniques that include
aggregation as a first-class citizen [12], in this paper we show how to
issue queries such that, at the screen resolution in which the application
is operating, the result is indistinguishable (or close to) from a complete
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Fig. 2. An illustration of how to build a nanocube for five points [o1, . . . ,o5] under schema S. The complete process is described in Section 4.

Section 4, we show how to construct a data cube that fits in the main
memory of a modern laptop computer or workstation, extending the
work of Sismanis et al. [31]. In addition, the query times to build the
visual encodings in which we are interested will be at most proportional
to the size of the output, which is bounded by the number of screen
pixels (within a small factor). This is an important observation: the time
complexity of a visualization algorithm should ideally be bounded the
number of pixels it touches on the screen. Our technique enables real-
time exploratory visualization on datasets that are large, spatiotemporal,
and multidimensional. Because the speed of our data cube structure
hinges partly on it being small enough to fit in main memory, we call it
a nanocube.

By real-time, we mean query times on average under a millisecond
for a single thread running on computers ranging from laptops, to
workstations, to server-class computing nodes (Section 6). By large,
we mean that the datasets we support have millions to billions of entries.

By spatiotemporal, we mean that nanocubes support queries typical
of spatial databases, such as counting events in a spatial region that
can be either a rectangle covering most of the world, or a heatmap
of activity in downtown San Francisco (Section 4.3.1). By the same
token, nanocubes support temporal queries at multiple scales, such
as event counts by hour, day, week, or month over a period of years
(Section 4.3.3). Data cubes in general enable the Visual Information-
Seeking Mantra [29] of “Overview first, zoom and filter, then details-
on-demand” by providing summaries and letting users drill down by
expanding along the wanted dimensions. Nanocubes also provide
overviews, filters, zooming, and details-on-demand inside the spa-
tiotemporal dimensions themselves.

By multidimensional, we mean that besides latitude, longitude, and
time, each entry can have additional attributes (see section 6) that can
be used in query selections and rollups.

As we will show, nanocubes lend themselves very well to building
visual encodings which are fundamental building blocks of interac-
tive visualization systems, such as scatterplots, histograms, parallel
coordinate plots, and choropleth maps. In summary, we contribute:

• a novel data structure that improves on the current state of the art
data cube technology to enable real-time exploratory visualization
of multidimensional, spatiotemporal datasets;

• algorithms to query the nanocube and build linked and brushable
visual encodings commonly found in visualization systems; and

• case studies highlighting the strengths and weaknesses of our

technique, together with experiments to measure its utilization of
space, time, and network bandwidth.

2 RELATED WORK

Relational databases are so widespread and fundamental to the practice
of computing that they were a natural target for information visualiza-
tion almost since the field’s inception [20]. Mackinlay’s Automatic
Presentation Tool is the breakthrough result that critically connected the
relational structure of the data with the graphical primitives available
for display [23] and ultimately lead to data cube visualization tools
like Polaris [34, 35] and Show Me [24]. Nanocubes are specifically
designed to speed up queries for spatiotemporal data cubes, and could
eventually be used as a backend for these types of applications.

In contrast, some of the work in large data visualization involves
shipping the computation and data to a cluster of processing nodes.
While parallelism is an attractive option for increasing throughput, it
does not necessarily help achieve low latency, which is essential for
fluid interactions with a visualization tool. As a result, sophisticated
techniques such as query prediction become necessary [6]. Leveraging
the enormous power of graphics processing units has also become
popular [25, 21], but without algorithmic changes, linear scans through
the dataset will still be too slow for fluid interaction, even with GPUs.

Another popular way to cope with large datasets is through sampling.
Statistical sampling can be performed on the database backend [26, 1,
10, 14], or on the front-end [11]. Still, the techniques we introduce
with nanocubes can produce results quickly and exactly (to within
screen precision) without requiring approximations, which we believe
is preferable. In addition, as Liu et al. argue, sampling by itself is not
sufficient to prevent overplotting, and might actually mask important
data outliers [21].

Fekete and Plaisant have proposed modifications of traditional visual
encodings which use the computer screen more efficiently [13]. These
scale better with dataset size, but nevertheless require a traversal of
all input data points that renders the proposal less attractive for larger
datasets. Carr et al. were among the first to propose techniques replac-
ing a scatterplot with an equivalent density plot [5]; nanocubes enable
these visualizations at a variety of dataset sizes and scales.

Careful data aggregation [17], then, appears to be one of the few
scalable solutions for low-latency large data graphics. While Elmqvist
and Fekete propose variations of visualization techniques that include
aggregation as a first-class citizen [12], in this paper we show how to
issue queries such that, at the screen resolution in which the application
is operating, the result is indistinguishable (or close to) from a complete
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Fig. 2. An illustration of how to build a nanocube for five points [o1, . . . ,o5] under schema S. The complete process is described in Section 4.

Section 4, we show how to construct a data cube that fits in the main
memory of a modern laptop computer or workstation, extending the
work of Sismanis et al. [31]. In addition, the query times to build the
visual encodings in which we are interested will be at most proportional
to the size of the output, which is bounded by the number of screen
pixels (within a small factor). This is an important observation: the time
complexity of a visualization algorithm should ideally be bounded the
number of pixels it touches on the screen. Our technique enables real-
time exploratory visualization on datasets that are large, spatiotemporal,
and multidimensional. Because the speed of our data cube structure
hinges partly on it being small enough to fit in main memory, we call it
a nanocube.

By real-time, we mean query times on average under a millisecond
for a single thread running on computers ranging from laptops, to
workstations, to server-class computing nodes (Section 6). By large,
we mean that the datasets we support have millions to billions of entries.

By spatiotemporal, we mean that nanocubes support queries typical
of spatial databases, such as counting events in a spatial region that
can be either a rectangle covering most of the world, or a heatmap
of activity in downtown San Francisco (Section 4.3.1). By the same
token, nanocubes support temporal queries at multiple scales, such
as event counts by hour, day, week, or month over a period of years
(Section 4.3.3). Data cubes in general enable the Visual Information-
Seeking Mantra [29] of “Overview first, zoom and filter, then details-
on-demand” by providing summaries and letting users drill down by
expanding along the wanted dimensions. Nanocubes also provide
overviews, filters, zooming, and details-on-demand inside the spa-
tiotemporal dimensions themselves.

By multidimensional, we mean that besides latitude, longitude, and
time, each entry can have additional attributes (see section 6) that can
be used in query selections and rollups.

As we will show, nanocubes lend themselves very well to building
visual encodings which are fundamental building blocks of interac-
tive visualization systems, such as scatterplots, histograms, parallel
coordinate plots, and choropleth maps. In summary, we contribute:

• a novel data structure that improves on the current state of the art
data cube technology to enable real-time exploratory visualization
of multidimensional, spatiotemporal datasets;

• algorithms to query the nanocube and build linked and brushable
visual encodings commonly found in visualization systems; and

• case studies highlighting the strengths and weaknesses of our

technique, together with experiments to measure its utilization of
space, time, and network bandwidth.

2 RELATED WORK

Relational databases are so widespread and fundamental to the practice
of computing that they were a natural target for information visualiza-
tion almost since the field’s inception [20]. Mackinlay’s Automatic
Presentation Tool is the breakthrough result that critically connected the
relational structure of the data with the graphical primitives available
for display [23] and ultimately lead to data cube visualization tools
like Polaris [34, 35] and Show Me [24]. Nanocubes are specifically
designed to speed up queries for spatiotemporal data cubes, and could
eventually be used as a backend for these types of applications.

In contrast, some of the work in large data visualization involves
shipping the computation and data to a cluster of processing nodes.
While parallelism is an attractive option for increasing throughput, it
does not necessarily help achieve low latency, which is essential for
fluid interactions with a visualization tool. As a result, sophisticated
techniques such as query prediction become necessary [6]. Leveraging
the enormous power of graphics processing units has also become
popular [25, 21], but without algorithmic changes, linear scans through
the dataset will still be too slow for fluid interaction, even with GPUs.

Another popular way to cope with large datasets is through sampling.
Statistical sampling can be performed on the database backend [26, 1,
10, 14], or on the front-end [11]. Still, the techniques we introduce
with nanocubes can produce results quickly and exactly (to within
screen precision) without requiring approximations, which we believe
is preferable. In addition, as Liu et al. argue, sampling by itself is not
sufficient to prevent overplotting, and might actually mask important
data outliers [21].

Fekete and Plaisant have proposed modifications of traditional visual
encodings which use the computer screen more efficiently [13]. These
scale better with dataset size, but nevertheless require a traversal of
all input data points that renders the proposal less attractive for larger
datasets. Carr et al. were among the first to propose techniques replac-
ing a scatterplot with an equivalent density plot [5]; nanocubes enable
these visualizations at a variety of dataset sizes and scales.

Careful data aggregation [17], then, appears to be one of the few
scalable solutions for low-latency large data graphics. While Elmqvist
and Fekete propose variations of visualization techniques that include
aggregation as a first-class citizen [12], in this paper we show how to
issue queries such that, at the screen resolution in which the application
is operating, the result is indistinguishable (or close to) from a complete
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Nanocubes Discussion
• Save space by organizing the data in a manner that takes advantage of data 

sparseness 
• Limited to one spatial dimension, one temporal dimension 
• Precompute once, then exploration has low latency
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A

9/11

Fig. 8. A history of American Airlines and Delta. The time series show
the weekly percentage of the number of commercial flights in the United
States. After 9/11 Delta (orange) saw a positive spike where American
(blue) saw a negative one. The big bump on American was the merger
with TWA. The heatmap shows the spatial hotspots of the two companies
counting all flights after 9/11 (the time bar A can be dragged and resized
to change the considered time window for the heatmap).

(0,0,0), while a tile for block-level maps of downtown Los Angeles
might have coordinates (22485,52342,17). The first two coordinates
are integer addresses, and the third coordinate corresponds to the zoom
level: going down a zoom level doubles the resolution in both x and
y. Our spatial drilldowns are then specified by a tile (x,y,z) address
and an additional integer resolution, which denotes how many levels
to break down space inside the tile. Traditionally, tiles from mapping
services are squares with 256 pixels on the side, which corresponds
in our case to a resolution of 8. Since our spatial drilldowns return an
array of counts broken down by latitude and longitude, they are the
basis for spatial density plots and choropleth maps.

4.3.2 Categorical Queries
Categorical dimensions in a nanocube are represented by flat trees,
which always contain a root node with potentially as many children
as there are different values in that category. To restrict the domain to
a certain value of the category, the query engine simply follows the
path down the child of the corresponding value. Categorical rollups are
performed by simply returning the count corresponding to either the
top-level node (in case of no restriction) or the child node (in case of a
restriction). Categorical drilldowns are also similarly simple: they are
a sparse array of all children with non-zero counts.

We note that since categorical dimensions appear under spatial
dimensions, answering spatial region rollups with either categorical
restrictions or drilldowns requires combining the categorical rollups
across all quadtree nodes that are reached by the region. An analogous
phenomenon happens for nested drilldowns across multiple categories.
For example, the binned scatterplot in Figure 11 can be built directly
from the result of drilling down in both day of week and hour of day.
The recombinable parallel set visualization of Figure 1 requires a triple
breakdown of language, device and application. Single category drill-
downs also trivially enable histogram plots.

4.3.3 Temporal Queries
To represent the temporal dimension, we use a sparse variant of
summed-area tables [8] (Figure 6). Each time series in a node is stored
as a dense, sorted array of cumulative counts, tagged by timestamp.
With this data structure, we can compute a temporal rollup of event
counts along any contiguous period, using only two binary searches:
one to find the array element with the least upper bound of the period’s
beginning, and another to find the greatest lower bound of the period’s
end. The difference between these numbers is the total number of
events in the period. A temporal drilldown happens similarly, and we
can compute a time series with t entries by performing t + 1 binary

BA

Fig. 9. Two kinds of Customer Tickets: Type 1 (Red) and Type 2 (Blue).
The heatmap on the left map corresponds to time bar A, and the one on
the right to time bar B: both encode the difference between number of
reports of Type 2 and Type 1 in each point of the map. Reports of Type 1
exceed reports of Type 2, but not everywhere: notice that the region of
Denver is still blue. Zooming into Denver we see that the number of Type
1 reports has increased over time, but Type 2 still dominates.

searches. Each determines the breaking points in the cumulative array,
and the final value is computed by stepwise differences.

This scheme for storing time entries is attractive for several reasons.
First, it ensures that we can store time series of any granularity without
requiring a nested tree structure like our spatial indexing scheme. Sec-
ond, the running time is essentially optimal (up to a logn factor), and
the algorithm is extremely fast in practice.

5 IMPLEMENTATION

We use a client-server architecture for the current implementation
of nanocubes. The server reads the multidimensional data, builds a
nanocube, and then processes queries on the nanocube from client appli-
cations. The server is a C++11 template-based implementation which
makes it easy to plug in different data structures for each dimension of
the nanocube. For example, for the Twitter data, we use a 2d quadtree
for the spatial dimensions (latitude and longitude), and flat trees for
each categorical dimension (e.g. language, device, application), and
our summed-area table variant for the time dimension.

The nanocube construction algorithm has not been optimized for
speed (results are included in section 6) but there are several possible
improvements that we could make: using multiple threads, or using
memory pools to avoid the overhead of repeated memory allocations
and deallocations. Due to the scale of the input data, most of our
effort has been spent on optimizing memory usage, including optimized
libraries for memory allocation (libtcmalloc) and tagged pointers, which
allow us to use the 16 most significant bits in a 64-bit pointer to quickly
identify different types of nodes in our data structure.

The nanocube server exposes its API for queries via HTTP. More
specifically, it provides a web service through which queries can be
issued [27]. After the data cube is built, the data structures are no
longer mutated, and so the server is easily parallelizable (it also means
that nanocubes are add-only: they cannot be updated if a record is
removed from the base relation). Our implementation uses the Mon-
goose library for handling multiple HTTP requests in separate threads
concurrently [22]. We have built two front-end visualization clients
to query the nanocube server. One client is written in C++ and uses
OpenGL for efficient rendering. The other client is browser-based and
is written in Javascript, HTML5, SVG, WebGL, and D3 [4].

6 EXPERIMENTS

To study the behavior of nanocubes, we collected six datasets that
ranged in size from four million records up to over one billion records.
Each dataset includes geospatial, temporal, and domain-specific cat-
egorical dimensions with up to 30 distinct values. For all but the

Example: American vs. Delta
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Fig. 10. Highlights of a visual analysis session of the CDR dataset, with 1,043,884,027 records. We noticed the different patterns in call volume by
interacting with the dataset and trying different regions and category selections. Notice the patterns occur at different spatial and temporal scales.

synthetic dataset experiments, we included the geospatial time-series
dimensions, and varied the other dimensions based on the datasets.

In the following sections, we provide a brief overview of each of the
datasets, followed by an overall summary of our experimental results in
section 6.8. For each of the experiments, we paid particular attention to
how much memory was required to build and store the nanocube index,
as well as the overall complexity of the dataset itself, which varied
greatly from one to the next. Once the nanocubes were constructed, we
queried them using one or both of our front-end clients to highlight the
ease with which analysts could explore the data.

The query times and bandwidth usage across all experiments are
consistent, so we report them in aggregate here. The mean query time
was 800µs (less than 1 millisecond) with a maximum of 12 millisec-
onds. The output size per query averaged 5KB, with a maximum size
of 50KB (geographical tiles dominated bandwidth usage). Our server
currently uses no compression, although we plan to support transparent
gzip stream encoding. The mean number of queries for the C++ client
was 100 requests per second. The HTML5 client is much quieter, at
around 1 query per second, since linked views are only updated when
a brush is released. The C++ client was designed for LANs, and its
bandwidth usage is around 5Mbps, well within current capacities.

6.1 Twitter
Between November 2011 and June 2012, we collected about 210 mil-
lion tweets that originated in the United States using Twitter’s public
feed which provides a representative sampling of all tweets. The rate

of tweets obtained averaged about one million per day. The data was
streamed in the form of JSON objects, from which we extracted the
following attributes: latitude and longitude of the device, the time the
tweet occurred, the client application used, the type of device, and the
language of the tweet. The categorical dimensions in our data (appli-
cation, device, language) had respectively 4, 5, and 15 distinct values.
With a nanocube built using this data, we could quickly explore the
data to better understand the areas in which one device is more popular
than another, where each of the languages is most prevalent, and how
that information changes over time (see Figure 7).

6.2 Airline Commercial Flights History

This publicly available dataset contains data for every commercial flight
in the United States over a 20 year period (1987-2008) [2, 36]. For
over 120 million flights, the records include the scheduled departure
and arrival times, the actual departure and arrival times, the origin and
destination airports, the airline, and other fields. For this experiment,
we built our index using the origin airport (for latitude and longitude),
scheduled departure time, the departure delay, and the airline. This
allows us to answer queries related to overall departure delays for any
airports, airlines, time of day, or combinations thereof. In Figure 8 we
present an overview on the weekly percentages of total commercial
flights in the U.S. for a 20 year period of Delta and American Airlines.

Example: Cell Data Records
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Fig. 10. Highlights of a visual analysis session of the CDR dataset, with 1,043,884,027 records. We noticed the different patterns in call volume by
interacting with the dataset and trying different regions and category selections. Notice the patterns occur at different spatial and temporal scales.

synthetic dataset experiments, we included the geospatial time-series
dimensions, and varied the other dimensions based on the datasets.

In the following sections, we provide a brief overview of each of the
datasets, followed by an overall summary of our experimental results in
section 6.8. For each of the experiments, we paid particular attention to
how much memory was required to build and store the nanocube index,
as well as the overall complexity of the dataset itself, which varied
greatly from one to the next. Once the nanocubes were constructed, we
queried them using one or both of our front-end clients to highlight the
ease with which analysts could explore the data.

The query times and bandwidth usage across all experiments are
consistent, so we report them in aggregate here. The mean query time
was 800µs (less than 1 millisecond) with a maximum of 12 millisec-
onds. The output size per query averaged 5KB, with a maximum size
of 50KB (geographical tiles dominated bandwidth usage). Our server
currently uses no compression, although we plan to support transparent
gzip stream encoding. The mean number of queries for the C++ client
was 100 requests per second. The HTML5 client is much quieter, at
around 1 query per second, since linked views are only updated when
a brush is released. The C++ client was designed for LANs, and its
bandwidth usage is around 5Mbps, well within current capacities.

6.1 Twitter
Between November 2011 and June 2012, we collected about 210 mil-
lion tweets that originated in the United States using Twitter’s public
feed which provides a representative sampling of all tweets. The rate

of tweets obtained averaged about one million per day. The data was
streamed in the form of JSON objects, from which we extracted the
following attributes: latitude and longitude of the device, the time the
tweet occurred, the client application used, the type of device, and the
language of the tweet. The categorical dimensions in our data (appli-
cation, device, language) had respectively 4, 5, and 15 distinct values.
With a nanocube built using this data, we could quickly explore the
data to better understand the areas in which one device is more popular
than another, where each of the languages is most prevalent, and how
that information changes over time (see Figure 7).

6.2 Airline Commercial Flights History

This publicly available dataset contains data for every commercial flight
in the United States over a 20 year period (1987-2008) [2, 36]. For
over 120 million flights, the records include the scheduled departure
and arrival times, the actual departure and arrival times, the origin and
destination airports, the airline, and other fields. For this experiment,
we built our index using the origin airport (for latitude and longitude),
scheduled departure time, the departure delay, and the airline. This
allows us to answer queries related to overall departure delays for any
airports, airlines, time of day, or combinations thereof. In Figure 8 we
present an overview on the weekly percentages of total commercial
flights in the U.S. for a 20 year period of Delta and American Airlines.

Example: Cell Data Records
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TopKube: What about Top-k and Rankings?
• Aggregates are interesting 
• Also, often interested in top-k answers given particular criteria 
• …or rankings 
• Search over time and space but find specific examples 
• TopKube is a rank-aware data structure that computes top-k queries with 

low latency so interactive exploration is possible
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Example: Basketball
• Shots by time, number of points scored, and location on the court 

• Query: Ranked list of the 50 players who took the most shots 
- SELECT player,count(*) AS shots FROM table GROUP BY player 
ORDER BY shots DESC LIMIT 50  

• Query: Rank the top 50 players by points made: 
- SELECT player,sum(pts) AS points FROM table GROUP BY player 
ORDER BY points DESC LIMIT 50 

51

team player time pts x y
CLE L. James 5 0 13 28
BOS R. Rondo 5 2 38 26
CLE L. James 7 3 42 35
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Ranking by Shot Location

52

[F. Miranda et al., 2017]
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Fig. 1. Ranking NBA players by number of shots from the left 3-point corner (orange) and right 3-point corner (blue) for the 2009-2010 season. The
left image is a heatmap of all shots: brighter colors indicate more shots were taken from that location. The hotspot clearly identifies the basket.

The core abstraction used by Nanocubes [5], and shared
by our proposal of TOPKUBE, is that of associating records
with bins in multiple dimensions: a multi-dimensional binning
model. For example, it is natural to associate the NBA shot
records in Table 1 with dimensions team, player, time,
points, and location (note we chose here to combine
columns x and y into a single location dimension). Each
player possibility can be associated its own bin in the player
dimension. Team and points are handled similarly. For time,
we could choose a one minute resolution and have each
minute of the game be a bin in the time dimension; for
location, we could have a 1ft. ⇥ 1ft. grid model of the court
area and have each cell in this grid be a bin in the location
dimension. Note that, in this modeling, each record is
associated to one and only one bin in each dimension. More
abstractly, in our formalism, we assume each dimension i
has a set of finest bins, denoted by B0

i, and a record is always
associated to a single finest bin in each dimension.

In addition to the set of finest bins B0
i associated with

dimension i, we define the notion of coarser bins, or bins that
“contain” multiple finer bins. For example, in the location
dimension, we could group adjacent finest grid cells into 2x2
groups and make each of these groups a coarser bin cell in
the location dimension. The interpretation of coarser bins
is simply that if a record is associated with a finer bin b then
it is also associated with a coarser bin that “contains” b. In
the binning model we define here, we assume that the set
of all bins Bi associated with dimension i forms a hierarchy
Hi = (Bi, ⇡i) where its leaves are a partition of finest bins
B0

i. The containment function, ⇡i : Bi ! Bi associates every
bin b to another bin ⇡i(b) which is either the smallest (i.e.
finest) bin in Hi that contains b (in case b 6= ⇡i(b)) or it is the
coarsest (or root) bin in Hi (in case b = ⇡i(b)).

An n-dimensional binning schema S is defined as an n-
ordered list of hierarchies: S = (H1, . . . , Hn). In order to ex-
tend the finest sets of bins for the player dimension, B0

player,
into a valid bin hierarchy Hplayer = (Bplayer, ⇡player), we
could include an additional coarse bin that serves as the
root of this 1-level hierarchy by making all bins in B0

player

its direct children. This is indeed the natural way to model
categorical dimensions with few classes. For dimensions
where the number of finest bins is not small, it is best
to use multi-level hierarchies so that data can later be

accessed more efficiently in a level-of-detail fashion. For
example, a natural way to model spatial dimensions is by
using a quadtree bin-hierarchy; for a temporal dimension,
in TopKube, we use a binary-tree bin-hierarchy. Given an
n-dimensional binning schema S, we say that the Cartesian
product B = B1 ⇥ . . . ⇥ Bn is the product-bin set of S, and
that an element � 2 B of this set is a product-bin of S.

To define a multi-dimensional binning model, it remains
to formalize the notion of which records in a dataset are
associated to which bins and product-bins. Let R be a set of
records and S a binning schema. If we provide an association
function ai : R ! B0

i for each dimension i that assigns a
unique finest bin in B0

i for every record, we can naturally and
uniquely define an association relation A ✓ R ⇥ B between
records and product-bins. Here is how: (1) we say a general
bin bi 2 Bi is associated with record r if either bi = ai(r)
or bi is an ancestor of ai(r) in Hi; (2) a product-bin � =
(b1, . . . , bn) is associated with record r, denoted by (r, �) 2 A
if bi is associated with record r for 1  i  n.

A multi-dimensional binning model is thus a triple M =
(S, R, A), where S is a binning schema, R is dataset of
records, and A is an association relation between records
and product-bins B from schema S. Given a product-bin �
we use A(�) to denote its associated set of records in model
M (i.e. A(�) = {r 2 R : (r, �) 2 A, � 2 B}). Analogously,
we use A(r) for a record r to denote its associated set of
product bins (i.e. A(r) = {� 2 B : (r, �) 2 A}).

4.1 Measure on a multi-dimensional binning model
The notion of product-bins in our model provides a way to
refer to groups of records through their multi-dimensional
characteristics. In our running NBA example, all shots of
LeBron James would be specified by A(�LJ), where the
product-bin �LJ 2 B consists of the coarsest (root) bin in
the bin-hierarchy of all dimensions, except on the player
dimension where we would have the bin for LeBron James.
If instead we want to refer to LeBron James’ shots in the first
minute of a game, we would replace the root bin in the time
dimension of �LJ with the bin for minute 1 of the game.

One natural approach to analyzing a set of records
through their multi-dimensional characteristics is through
some notion of “size”. For example, instead of listing all
NBA shots from the 3-pt left corner, we could simply be
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Fig. 1. Ranking NBA players by number of shots from the left 3-point corner (orange) and right 3-point corner (blue) for the 2009-2010 season. The
left image is a heatmap of all shots: brighter colors indicate more shots were taken from that location. The hotspot clearly identifies the basket.

The core abstraction used by Nanocubes [5], and shared
by our proposal of TOPKUBE, is that of associating records
with bins in multiple dimensions: a multi-dimensional binning
model. For example, it is natural to associate the NBA shot
records in Table 1 with dimensions team, player, time,
points, and location (note we chose here to combine
columns x and y into a single location dimension). Each
player possibility can be associated its own bin in the player
dimension. Team and points are handled similarly. For time,
we could choose a one minute resolution and have each
minute of the game be a bin in the time dimension; for
location, we could have a 1ft. ⇥ 1ft. grid model of the court
area and have each cell in this grid be a bin in the location
dimension. Note that, in this modeling, each record is
associated to one and only one bin in each dimension. More
abstractly, in our formalism, we assume each dimension i
has a set of finest bins, denoted by B0

i, and a record is always
associated to a single finest bin in each dimension.

In addition to the set of finest bins B0
i associated with

dimension i, we define the notion of coarser bins, or bins that
“contain” multiple finer bins. For example, in the location
dimension, we could group adjacent finest grid cells into 2x2
groups and make each of these groups a coarser bin cell in
the location dimension. The interpretation of coarser bins
is simply that if a record is associated with a finer bin b then
it is also associated with a coarser bin that “contains” b. In
the binning model we define here, we assume that the set
of all bins Bi associated with dimension i forms a hierarchy
Hi = (Bi, ⇡i) where its leaves are a partition of finest bins
B0

i. The containment function, ⇡i : Bi ! Bi associates every
bin b to another bin ⇡i(b) which is either the smallest (i.e.
finest) bin in Hi that contains b (in case b 6= ⇡i(b)) or it is the
coarsest (or root) bin in Hi (in case b = ⇡i(b)).

An n-dimensional binning schema S is defined as an n-
ordered list of hierarchies: S = (H1, . . . , Hn). In order to ex-
tend the finest sets of bins for the player dimension, B0

player,
into a valid bin hierarchy Hplayer = (Bplayer, ⇡player), we
could include an additional coarse bin that serves as the
root of this 1-level hierarchy by making all bins in B0

player

its direct children. This is indeed the natural way to model
categorical dimensions with few classes. For dimensions
where the number of finest bins is not small, it is best
to use multi-level hierarchies so that data can later be

accessed more efficiently in a level-of-detail fashion. For
example, a natural way to model spatial dimensions is by
using a quadtree bin-hierarchy; for a temporal dimension,
in TopKube, we use a binary-tree bin-hierarchy. Given an
n-dimensional binning schema S, we say that the Cartesian
product B = B1 ⇥ . . . ⇥ Bn is the product-bin set of S, and
that an element � 2 B of this set is a product-bin of S.

To define a multi-dimensional binning model, it remains
to formalize the notion of which records in a dataset are
associated to which bins and product-bins. Let R be a set of
records and S a binning schema. If we provide an association
function ai : R ! B0

i for each dimension i that assigns a
unique finest bin in B0

i for every record, we can naturally and
uniquely define an association relation A ✓ R ⇥ B between
records and product-bins. Here is how: (1) we say a general
bin bi 2 Bi is associated with record r if either bi = ai(r)
or bi is an ancestor of ai(r) in Hi; (2) a product-bin � =
(b1, . . . , bn) is associated with record r, denoted by (r, �) 2 A
if bi is associated with record r for 1  i  n.

A multi-dimensional binning model is thus a triple M =
(S, R, A), where S is a binning schema, R is dataset of
records, and A is an association relation between records
and product-bins B from schema S. Given a product-bin �
we use A(�) to denote its associated set of records in model
M (i.e. A(�) = {r 2 R : (r, �) 2 A, � 2 B}). Analogously,
we use A(r) for a record r to denote its associated set of
product bins (i.e. A(r) = {� 2 B : (r, �) 2 A}).

4.1 Measure on a multi-dimensional binning model
The notion of product-bins in our model provides a way to
refer to groups of records through their multi-dimensional
characteristics. In our running NBA example, all shots of
LeBron James would be specified by A(�LJ), where the
product-bin �LJ 2 B consists of the coarsest (root) bin in
the bin-hierarchy of all dimensions, except on the player
dimension where we would have the bin for LeBron James.
If instead we want to refer to LeBron James’ shots in the first
minute of a game, we would replace the root bin in the time
dimension of �LJ with the bin for minute 1 of the game.

One natural approach to analyzing a set of records
through their multi-dimensional characteristics is through
some notion of “size”. For example, instead of listing all
NBA shots from the 3-pt left corner, we could simply be



D. Koop, CSCI 490/680, Spring 2020

TopKube vs. Nanocubes
• Product bin: the combination of selections from dimensions 
• Nanocubes maps each product bin ((01,10), iPhone) to a time series 

 
• TopKube maps each product bin to rank-aware multi-set  

 
• q_i is the ith smallest key that appears in product bin 
• v_i is the value of the measure for key q_i in the product bin 
• σ_i is the index of the key with its largest value

To appear in IEEE Transactions on Visualization and Computer Graphics

basketball court example in Figure 1. We want to compare the top-
20 players that take shots from the left 3-point corner (orange) versus
players that take shots from the right 3-point corner (blue). In this
case, knowing that there are only a few hundred players in the NBA
each year, it would not be computationally expensive to scan all play-
ers to figure the top 20, but there are many other cases such as GitHub
projects, Flickr images, or microblog hashtags, where having to scan
millions of objects can result in unacceptable latencies.

4.1 TOPKUBE vs. Nanocubes
The use case considered by the original Nanocube data structure was
that of multi-dimensional selections that resulted in a large number of
data records, whose aggregated counts would be presented to the user
in a variety of means: as pixel values on a heatmap, as categorical
values in a barchart, or as temporal values in a time series line plot.
The use case we have in mind here is different: the multi-dimensional
selection in our case might result in hundreds of thousands to millions
of object-value pairs, and we are not interested in presenting all these
pairs to the user, but only the top valued pairs. More concretely, the
problem we are interested in here is to quickly produce visalizations
like Figure 1 even if the NBA had millions of players.

Each dimension in the original Nanocube is modeled as a hierarchy
of bins, with the exception of time. Each product bin, i.e. the combina-
tion of one selection from each dimension, is instead mapped to a time
series, which is implemented as a summed-area table. In TOPKUBE,
in order to speed up top-k queries, we propose that each product bin
should be mapped not to a time series, but to a rank-aware multi-set.
More formally, if b is a product bin, the original Nanocube would
store a mapping like:

b 7! ((t1,v1),(t2,v1 + v2), . . . ,(tm,v1 + . . .+ vm)) [NANOCUBE]

where ti would be increasing time bins and vi would be the measure of
interest (e.g.record count). The cumulative values were stored there to
allow for fast retrieval of value sums for any time interval. In the case
of TOPKUBE, we want each product bin b to be mapped to:

b 7!
(

lst = ((q1,v1,s1), . . . ,(q j,v j,s j)),sum =
j

Â
i=1

vi

)
[TOPKUBE]

With this encoding, to access the value of a query key q in b we per-
form a binary search in lst (assuming it is ordered by qi); the i-th top
ranked object in b is the si-th entry in lst and takes constant time (fast
random access to si + fast random access to ksi and vsi ).

4.2 Top-K From Ranked Lists
With TOPKUBE, we can easily produce a list of top-k ranked objects
when a multi-dimensional selection results in a single product-bin b ,
but in general that does not happen. For example, in Figure 2, we
show a common case in a spatiotemporal dataset: a 624 bin selection
in space and 3 bins in time, which potentially results in a 1872 product
bin selection. The pre-stored ranked lists we have for each b should
help speed up the top-k query, but the task is not as trivial as collecting
top-k resulting objects in O(k) steps. To ease the exposition, and for
the lack of a consistent name in the literature reviewed, we refer to this
problem as Top-k From Ranked Lists or TKFRL.

4.3 Threshold Algorithm
The source of the difficulty for the TKFRL problem is that, for any
key object q, its final measure v for our top-k ranking purposes might
be broken into m summands v = v1, . . .vm, one for each product-bin in
the selection. Although we have an efficient way to access these sum-
mands in decreasing order (by putting all m lists into a heap/priority
queue and popping the next largest key and summand), this does not
directly imply we are going to find the measures for the top-k keys
efficiently. Fortunately, a lot is known about the TKFRL problem [5].
The famous threshold algorithm or TA (which was explained and an-
alyzed in the first database paper to win the prestigious Gödel Prize
in 2014) is known to be optimal in a strong sense: no other algorithm

Fig. 2. Dimensions of space and time represented as bin hierarchies.
Bspace are bins in a quad-tree hierarchy: we show an annulus selection
around Madison Square Garden corresponding to 624 bins; Btime is a
binary hierarchy; we show 3 bins corresponding to the interval [3,6].

can access less data than the threshold algorithm does and still obtain
the correct answer. The threshold algorithm consists of the following
steps: (1) find key q of the next largest summand; after finding the
other summands of q in the other m� 1 b ’s, compute the key-value
pair (q, v); (2) Insert the key-value pair found in the previous step into
a buffer R that maintains only the top-k key-value pairs it has seen; (3)
update threshold t to be the sum of the available largest m summands
(an upper bound for the total measure of a yet unseen key); (4) if R
has k key-value pairs and the smallest valued pair is larger than t , then
report R as the top-k result, otherwise go to Step 1.

Although TA has ideal theoretical guarantees, there is an assump-
tion that all m lists contain summands for all keys. This is natural given
the application usually associated with TA: the m lists corresponded to
m attribute-columns of a table and all keys (rows) should have an en-
try in each of those columns. However, the instances of the TKFRL
problem that we observed were quite sparse: one key q is present in
only a small fraction of the m lists, thus reducing the efficiency of TA.

4.4 Key Sweep Algorithm
Let us step back and suppose we do not store the ranking information,
s , in b . If we go back to a rank-unaware data structure, how can we
solve the top-k problem? One way, which we refer to as as the Naive
Algorithm is to traverse all the b ’s in the selection, and keep updating a
dictionary structure of key-value pairs (we would increment the value
of a key already in the dictionary with the current summand we found
for that key in the current m-bin). Once we finish traversing all b ’s,
we would sort the keys by their values and report the top-k ones. The
Naive algorithm is correct, but inefficient. It uses memory proportional
to all the keys in all m lists, and this number might be much larger than
k (e.g. millions of keys instead of 100 if we ask for k = 100).

A more efficient way to do the union of m lists (that are sorted by
keys) is to add all these lists into a heap/priority queue where the list
with the smallest key is on the top of the heap. If we keep popping
the next smallest key and summand from all the m lists, we will sweep
all key-summand pairs in key increasing order, and every time we get
a new (larger) key, we can be sure we know the total measure of all
previous keys. Using this approach, we can maintain a result list with
at most k buffers instead of a dictionary with all keys in all lists. We
will refer to this approach as the Key Sweep Algorithm. Note that this
algorithm scans all the summands, as does the Naive Algorithm, but it
does not need a potentially large buffer to solve the top-k problem.

4.5 Hybrid Algorithm
The problem with the direct application of TA to solve the TKFRL
problem is that in sparse instances, for each good candidate key to
be in the top-k result, the algorithm performs a binary search for the
other m�1 summands for that same key. If every key had a summand
present in all m lists (dense instance), these cycles would be useful, but
in a sparse instance of the problem, these are mostly wasted cycles.
In typical instances of the TKFRL problem (e.g., what are the most
active GitHub projects in the west coast of the U.S.?), we observe that
on average each key is in less than 3% of the m-lists in the selection.
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other summands of q in the other m� 1 b ’s, compute the key-value
pair (q, v); (2) Insert the key-value pair found in the previous step into
a buffer R that maintains only the top-k key-value pairs it has seen; (3)
update threshold t to be the sum of the available largest m summands
(an upper bound for the total measure of a yet unseen key); (4) if R
has k key-value pairs and the smallest valued pair is larger than t , then
report R as the top-k result, otherwise go to Step 1.

Although TA has ideal theoretical guarantees, there is an assump-
tion that all m lists contain summands for all keys. This is natural given
the application usually associated with TA: the m lists corresponded to
m attribute-columns of a table and all keys (rows) should have an en-
try in each of those columns. However, the instances of the TKFRL
problem that we observed were quite sparse: one key q is present in
only a small fraction of the m lists, thus reducing the efficiency of TA.

4.4 Key Sweep Algorithm
Let us step back and suppose we do not store the ranking information,
s , in b . If we go back to a rank-unaware data structure, how can we
solve the top-k problem? One way, which we refer to as as the Naive
Algorithm is to traverse all the b ’s in the selection, and keep updating a
dictionary structure of key-value pairs (we would increment the value
of a key already in the dictionary with the current summand we found
for that key in the current m-bin). Once we finish traversing all b ’s,
we would sort the keys by their values and report the top-k ones. The
Naive algorithm is correct, but inefficient. It uses memory proportional
to all the keys in all m lists, and this number might be much larger than
k (e.g. millions of keys instead of 100 if we ask for k = 100).

A more efficient way to do the union of m lists (that are sorted by
keys) is to add all these lists into a heap/priority queue where the list
with the smallest key is on the top of the heap. If we keep popping
the next smallest key and summand from all the m lists, we will sweep
all key-summand pairs in key increasing order, and every time we get
a new (larger) key, we can be sure we know the total measure of all
previous keys. Using this approach, we can maintain a result list with
at most k buffers instead of a dictionary with all keys in all lists. We
will refer to this approach as the Key Sweep Algorithm. Note that this
algorithm scans all the summands, as does the Naive Algorithm, but it
does not need a potentially large buffer to solve the top-k problem.
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The problem with the direct application of TA to solve the TKFRL
problem is that in sparse instances, for each good candidate key to
be in the top-k result, the algorithm performs a binary search for the
other m�1 summands for that same key. If every key had a summand
present in all m lists (dense instance), these cycles would be useful, but
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order to speed up top-k queries on one of its dimensions (e.g.
top players by number of shots, top projects by number of
commits), a TOPKUBE also includes ranking information in
the encoding of that dimension.

The special dimension in a TOPKUBE is one that could
be modeled as yet another 1-level bin hierarchy, but that
contains lots of bins (e.g. players in the NBA example,
or projects in GitHub, or tags in Flickr) and that we are
interested in quickly accessing the top valued bins from this
dimension with respect to the additive measure of interest
on any multi-dimensional selection. We refer to this special
dimension of a TOPKUBE as its key dimension, and the bins in
this dimension as keys. Note that efficiently retrieving ranks
of top-k keys (and their respective values) for an arbitrary
selection of product-bins is the main goal of our TOPKUBE
data structure. All dimensions in a TOPKUBE, except for its
key dimension, are represented in the same way as the (non-
special) dimensions of a Nanocube: as nested bin-hierarchies.
Nodes in the bin-hierarchy of a previous dimension point to
a root bin of a bin-hierarchy in the next dimension until we
get to the last special dimension (see Figure 2 of [5]). A path
through the nested hierarchies down to the last and special
dimension of a TOPKUBE corresponds to a product-bin � on
all dimensions except the key dimension.

To represent the key dimension information associated with
a product-bin �, TOPKUBE uses the following data:

� 7!
n
q, v, �,

X
vi
o

, (2)

where q = q1 . . . qp, v = v1 . . . vp, and � = �1 . . . �p are
arrays of equal length obeying the following semantics: qi is
the i-th smallest key that appears in �; vi is the value of the
measure of interest (e.g. occurrences) for key qi in �; and �i

represents index of the key with the i-th largest value in �.
For example, the third highest values key in a specific � is
given v�3 and corresponds to key q�3 . In addition to arrays
q, v, �, in order to quickly solve queries that contain no key
constraints, we also store the measure of all records in �
regardless of keys, i.e. µ(A(�)). Since in all our applications
we always assume linearity of our measures, this aggregate
reduces to the sum of the values v in �.

In Figure 3, we show a concrete TOPKUBE corresponding
to the model shown on the top left part of the display. This
TOPKUBE consists of one spatial dimension (two level quad-
tree hierarchy) and a key dimension. In this toy example, the
keys of the key dimension are the letters A, B, and C and the
measure is simply the number of occurrences of a letter in
the corresponding product-bin. Note that since there is only
one dimension outside of the key dimension in this example,
a product-bin � corresponds exactly to one spatial bin. The
TOPKUBE data structure with the keys, counts, rank and total
count are shown as tables in the bottom part of the figure.
Note, for example, that the top valued key in the whole
model is given by q�1 = C and v�1 = 6 in the right-most
table which corresponds to the coarsest spatial bin.

With this encoding for the key dimension information
of a product-bin, to find out if a given key exists in a
product-bin, we can perform a binary search in the q array
(logarithmic time in the length of the array), and to access
the i-th top ranked key we perform two random accesses:
first we retrieve �i and then q�i or v�i (both constant time).

A 1 2
C 3 1

�vq

sum 4

A 2 1
C 1 2

�vq

sum 3

B 1 2
C 2 1

�vq

sum 3

A 3 2
C 4 1

�vq

sum 7

A 2 1
B 1 2

�vq

sum 3

A 5 3
B 2 1
C 6 2

�vq

sum 13

A
C
C

B
A

C C
A

A

A
C

C
B

Fig. 3. Concrete example of a TOPKUBE with one spatial dimension and
the special key-dimension for counting and ranking the event types: A, B,
or C. The additional ranking information (q, v, sigma) from Equation 2 is
shown in the tables associated with each product-bin.

As in a Nanocube, the size of a TOPKUBE is proportional
to its number of product-bins � plus the size of the encodings
of the special dimension information associated with each of
its product-bins. In the case of a Nanocube, this extra size
per product-bin is the size of the summed area data from
Equation 1, while in the case of TOPKUBE, it is given by the
size of the rank aware data-structure of Equation 2. Note that
if a Nanocube and a TOPKUBE have the same set of product-
bins � and the number of time stamps and keys encoded
in their respective special dimensions are comparable, the
extra size cost of a TOPKUBE compared to the similar
Nanocube will be the rank arrays �. This extra size cost of a
TOPKUBE represents a good trade-off if queries for interactive
top-k keys are important for a given application. Another
important remark with respect to the sizes of Nanocubes and
TOPKUBES is that in order to represent a Nanocube special
temporal dimension into a TOPKUBE dimension, we have
to convert it into a conventional TOPKUBE dimension (e.g.
a binary tree where the leaves are timestamps: right side of
Figure 2). This adds a multiplicative logarithmic term to the
size of that dimension: while O(n) in a Nanocube, it becomes
O(n log n) in a TOPKUBE. The advantage here is that now
multiple temporal dimensions can be supported.

5.1 Top-K from Ranked Lists
The easiest top-k query for a TOPKUBE happens when a
single product-bin � in involved. Suppose a user wants the
top ranked keys in a multi-dimensional selection without
any constraints. This query boils down to the single coarsest
product-bin � in the cube (formed by root bins in all
dimensions). In this case, obtaining the top-k keys is the same
as generating from � the list (q�1 , v�1), . . . , (q�k , v�k), and,
clearly, it can be done in O(k) steps. In general, though, this
task is not that easy. The number of product-bins involved in
the answer of a multi-dimensional selection is not one. For
common spatial brushes, time intervals, categorical selections,
the typical number of product-bins involved in a query
ranges from tens up to a few thousand. For example, in
Figure 2, we show a 624 bin selection in space and 3 bins in
time which potentially means a 1,872 product-bin selection.
In this case, the pre-stored ranks, or �, we have for each

Example: One Spatial Dim. and A,B,C events
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Fig. 2. Dimensions of space and time are represented as bin hierarchies.
(left) Bspace is a quad-tree hierarchy: here we show a 624 bin selection
around Madison Square Garden, NY; (right) Btime is a binary hierarchy;
in red we show 3 bins corresponding to the interval [3, 6].

interested in how many shots happened in that region, or
what the average or median distance from the basket was for
all of those shots. A measure for a multi-dimensional binning
model M is simply a real function µ : B ! R that associates
a number to any product-bin � of M , which captures some
notion of “size” for the set of incident records A(�). In the
target applications we are interested in, we want to access
measure values not for just one product-bin at a time, but
for sets of product-bins that are semantically meaningful
together. For example we might be interested in the spatial
region on the left of Figure 2 that consists of multiple bins.
In general, one cannot derive the measure value of the union
of a set of product-bins by combining the measure values of
the individual product-bins. The median distance of an NBA
shot is such an example: we cannot derive the median of the
union of two sets of values by knowing the median of each
individual set. We avoid this problem here by restricting our
universe to those of additive measures only. We start with a
real function µ : R ! R that associates a number to each
record from model M and extend this function to the whole
set of product-bins by using additivity µ(�) =

P
r2A(�) µ(r).

Additive measures can naturally count occurrences (e.g. how
many records) by making µ(r) = 1, or measure weight sums
by making µ(r) = wr. In addition to scalars, we can also
generalize additive measure to produce real vectors. For
example, by making µ(r) = (1, wr, w2

r) additivity will yield
a 3d vector on any product-bin and union of product-bins
(just sum the vectors). In this 3d measure example, it is
possible to post-process the vector entries to derive mean
and variance of weights for any set of product-bins (mean:
divide second entry by first entry). Correlations can also be
derived by post-processing an additive measure [32]. In the
remainder of this paper we assume simple additive scalar
measures. We do not deal with post-processed ones.

We refer to the combination of a multi-dimensional
binning model M with a measure µ to its product-bins
as a measure model M [µ]. The idea of precomputing and
representing a measure model M [µ] so that we can quickly
access µ(�) for any product-bin � is essentially the well-
known notion of a cube relational operator (if all hierarchies
in the model are all 1-level) or the more general roll up cube
relational operator (if some hierarchies have 2 or more levels).
Note that in practice, when precomputing such measure
models, one does not expect to be able to retrieve the original
records A(�), but only its measure µ(�).

4.2 Nanocubes
In Nanocubes [5], the authors propose an efficient encoding
of a measure model M [µ] with an additional special encoding
for one temporal dimension. Nanocubes uses a pointer-based
sparse data structure to represent the product-bins � that
have at least one record associated to it, and tries to make
every product-bin that yields the same set of records refer
to the same memory location encoding its measure value.
Conceptually, we can think of Nanocubes as an encoding to a
mapping {� 7! µ(�) : � 2 B, A(�) 6= ?}. For the temporal
dimension, the particular µ values are stored in Nanocubes
as summed area tables:

� 7! ((t1, v1), (t2, v1 + v2), . . . , (tp, v1 + . . . + vp)), (1)

where ti’s are all the finest temporal bins associated to the
records in A(�), they are sorted ti < ti+1, and vi is the
measure of µ(�, btime=ti), i.e. product-bin with the added
constraint in the time dimension. Note that by taking differ-
ences of values from two different indices of a summed area
table one can quickly find the value of any query (�, [ta, tb]),
where � is a product-bin (without the time dimension) and
[ta, tb] is the time interval of interest.

5 TOPKUBE

A Nanocubes-like approach can efficiently retrieve a measure
of interest for any pre-defined “bucket” (i.e. a product-
bin plus a time interval). This capability can be handy for
many applications, but is especially useful for interactive
visualizations where each element presented on a screen (e.g.
bar in a barchart, pixel in a heatmap) is associated with one
of these “buckets” and encoded (e.g. bar length, pixel color)
based on its value. However, suppose that, instead of simply
accessing the measure associated with specific buckets, we
are actually interested in identifying the top-k valued objects
from a potentially large set of buckets. For example, “Who
are the top-20 players that make the most shots from the
right-hand 3-point corner of the basketball court?” (blue
selection and ranking shown in Figure 1).

Since there is no ranking information encoded in a
Nanocube, the only way to obtain such a top-20 rank is
to find out, for each player associated with a shot in the
selection, their total number of shots and report the top-20
players found. This computation takes time proportional to
at least the number of players associated with the shots in the
selection. While this computation in the case of NBA shots is
not very expensive (only a few thousand players ever played
in the NBA), there are interesting use cases, analogous to the
player-shot case, where the number of “players” can be quite
large. For instance, project-commit in GitHub (a cloud based
project repository), tag-photo in Flickr (a cloud based photo
repository), or hashtag-post in a microblog website. In these
cases the number of projects, tags, and hashtags are counted
in millions instead of in thousands. The need to scan millions
of objects to solve a single top-k query can be a hard hit in
the latency budget of a fluid interactive experience.

TOPKUBE is a data structure similar to a Nanocube: it
encodes a measure in a multi-dimensional binning model, and,
with this encoding, it allows the quick access of the measure’s
value of any product-bin in the model. The main addition
of a TOPKUBE when compared to a Nanocube is that, in

Problem: Lots of Bins!
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Three Algorithms to Merge Bins
• Threshold: don't do a full scan, use extra information about ranking 
• Sweep: Use a priority queue where the product bin with the current smallest 

key is on the top 
• Hybrid: 
- Threshold has best theoretical guarantee but some sparse cases can be 

faster 
- Use Sweep on small input lists, Threshold on denser problem
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Fig. 7. Comparing the top edited articles in Nevada and Mississippi.

Fig. 8. Geolocated Flickr tags in Africa: the unusual activity on the west
coast are from photos taken during a bike trip.

keywords were then used as keys in the construction of our
TOPKUBE data structure.

6.1 Use Cases
Wikipedia: The Wikipedia English dump datasets [33] con-
tains edit history for every article since its creation in 2005.
Anonymous edits contain the IP information of the user,
which we used to trace their location. The final dataset, with
geographical information, contains more than 112 million
edits of over three million articles. Figure 7 presents a
visualization of the dataset using TOPKUBE. It is interesting
to see that even though Nevada is not considered a state with
a high percentage of religious people, religious articles are
among the highest ranked. On the other hand, Mississippi,
considered one of the most religious states in the U.S., does
not have a single article related to religion among the top-20.

Flickr: The Yahoo! Flickr Creative Commons dataset [34]
contains 100 million public Flickr photos and videos, with
each record containing a set of user tags and geographical
information. The dataset contains 84 million geolocated tags
(1.57 million unique ones). Figure 8 shows how exploration
can be used to gain insight of unusual patterns in the data
along the West Coast of Africa. By highlighting the region,
we can see that there were an unusual spike of activity during
a few days in January. We create two different brushes in the
timeseries: a blue one covering the low activity days, and an
orange one covering the high activity days. We can see that
the high activity spike is mostly due to photos tagged with
freewheely.com and bicycle, which were taken by a Flickr user
during his bike trip.

Microblogging: This dataset is comprised of publicly
available geotagged microblog entries. From each post, we
extracted the latitude, longitude, and hashtags from the blog.

1. Select Paris Area 2. Observe Uncommon Spike on  Wed. Jan 7, 2015

3. Select  this Spike and Observe Top-10 Hashtags

 1. #jesuischarlie     4,456
 2. #charliehebdo      4,190
 3. #lrt               1,146
 4. #paris               607
 5. #gagnetaplace        447
 6. #charliehebdo        418
 7. #off                 402
 8. #lt                  335
 9. #noussommescharlie   197
10. #rip                 187

4. Select  Charlie Hebdo’s Top Hashtags and  
Observe its Temporal Volume Pattern

Fig. 9. Microblog exploration using TOPKUBE: a temporal perspective of
the top hashtags related to the the Charlie Hebdo terrorism act in Paris.

Fig. 10. GitHub projects with most commits in three large urban centers.

We can use TOPKUBE to explore the most popular hashtags
in order to understand how trending topics vary over time
and in a given region. Figure 9 presents a sequence of
exploration steps within January 2015 records. First we select
a geographical area around Paris and find out an unusual
Wednesday peak (Jan. 7) in the volume of hashtags. By
selecting this peak we quickly find evidence of the event that
caused the volume spike by inspecting the top-10 hashtags
in the current selection (i.e. Paris and Jan 7). The event
in question was the terrorism attack at the Charlie Hebdo
headquarters. To understand how the hashtags created for
this event at the day of the attack faded in time, we further
constrain our selection to just the hashtags related to the
terrorism attack and see that those fade almost completely
(relative to event day) after one week of the attack.

GitHub: The GitHub dataset was first made available
by Gousios [35] and contains all events from the GitHub
public event time line. We were able to obtain information
on more than 58 million commits for roughly 1.5 million
projects. Each commit was geolocated based on the location
of the user responsible for the action. Figure 10 presents a
visualization with the top-k projects of three large urban
centers. The only common project among all three regions
is dotfiles, a project for sharing customized environment files
on Unix-based operating systems. It is also interesting to
notice how llvm and related projects (such as clang), are very
popular in California, but not elsewhere. This shows a highly
diversified open source community across the United States.

6.2 Performance

To determine which of the previously described algorithms
works best when solving top-k queries, we conducted an
initial evaluation using the Microblogs dataset, which is the

Top-edited Wikipages in Nevada and Mississippi
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Fig. 7. Comparing the top edited articles in Nevada and Mississippi.

Fig. 8. Geolocated Flickr tags in Africa: the unusual activity on the west
coast are from photos taken during a bike trip.

keywords were then used as keys in the construction of our
TOPKUBE data structure.

6.1 Use Cases
Wikipedia: The Wikipedia English dump datasets [33] con-
tains edit history for every article since its creation in 2005.
Anonymous edits contain the IP information of the user,
which we used to trace their location. The final dataset, with
geographical information, contains more than 112 million
edits of over three million articles. Figure 7 presents a
visualization of the dataset using TOPKUBE. It is interesting
to see that even though Nevada is not considered a state with
a high percentage of religious people, religious articles are
among the highest ranked. On the other hand, Mississippi,
considered one of the most religious states in the U.S., does
not have a single article related to religion among the top-20.

Flickr: The Yahoo! Flickr Creative Commons dataset [34]
contains 100 million public Flickr photos and videos, with
each record containing a set of user tags and geographical
information. The dataset contains 84 million geolocated tags
(1.57 million unique ones). Figure 8 shows how exploration
can be used to gain insight of unusual patterns in the data
along the West Coast of Africa. By highlighting the region,
we can see that there were an unusual spike of activity during
a few days in January. We create two different brushes in the
timeseries: a blue one covering the low activity days, and an
orange one covering the high activity days. We can see that
the high activity spike is mostly due to photos tagged with
freewheely.com and bicycle, which were taken by a Flickr user
during his bike trip.

Microblogging: This dataset is comprised of publicly
available geotagged microblog entries. From each post, we
extracted the latitude, longitude, and hashtags from the blog.

1. Select Paris Area 2. Observe Uncommon Spike on  Wed. Jan 7, 2015

3. Select  this Spike and Observe Top-10 Hashtags

 1. #jesuischarlie     4,456
 2. #charliehebdo      4,190
 3. #lrt               1,146
 4. #paris               607
 5. #gagnetaplace        447
 6. #charliehebdo        418
 7. #off                 402
 8. #lt                  335
 9. #noussommescharlie   197
10. #rip                 187

4. Select  Charlie Hebdo’s Top Hashtags and  
Observe its Temporal Volume Pattern

Fig. 9. Microblog exploration using TOPKUBE: a temporal perspective of
the top hashtags related to the the Charlie Hebdo terrorism act in Paris.

Fig. 10. GitHub projects with most commits in three large urban centers.

We can use TOPKUBE to explore the most popular hashtags
in order to understand how trending topics vary over time
and in a given region. Figure 9 presents a sequence of
exploration steps within January 2015 records. First we select
a geographical area around Paris and find out an unusual
Wednesday peak (Jan. 7) in the volume of hashtags. By
selecting this peak we quickly find evidence of the event that
caused the volume spike by inspecting the top-10 hashtags
in the current selection (i.e. Paris and Jan 7). The event
in question was the terrorism attack at the Charlie Hebdo
headquarters. To understand how the hashtags created for
this event at the day of the attack faded in time, we further
constrain our selection to just the hashtags related to the
terrorism attack and see that those fade almost completely
(relative to event day) after one week of the attack.

GitHub: The GitHub dataset was first made available
by Gousios [35] and contains all events from the GitHub
public event time line. We were able to obtain information
on more than 58 million commits for roughly 1.5 million
projects. Each commit was geolocated based on the location
of the user responsible for the action. Figure 10 presents a
visualization with the top-k projects of three large urban
centers. The only common project among all three regions
is dotfiles, a project for sharing customized environment files
on Unix-based operating systems. It is also interesting to
notice how llvm and related projects (such as clang), are very
popular in California, but not elsewhere. This shows a highly
diversified open source community across the United States.

6.2 Performance

To determine which of the previously described algorithms
works best when solving top-k queries, we conducted an
initial evaluation using the Microblogs dataset, which is the

Geolocated Flickr tags in Africa

58

[F. Miranda et al., 2017]



D. Koop, CSCI 490/680, Spring 2020

1077-2626 (c) 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TVCG.2017.2671341, IEEE
Transactions on Visualization and Computer Graphics

IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, VOL. XX, NO. X, JANUARY 2016 9

Fig. 7. Comparing the top edited articles in Nevada and Mississippi.

Fig. 8. Geolocated Flickr tags in Africa: the unusual activity on the west
coast are from photos taken during a bike trip.

keywords were then used as keys in the construction of our
TOPKUBE data structure.

6.1 Use Cases
Wikipedia: The Wikipedia English dump datasets [33] con-
tains edit history for every article since its creation in 2005.
Anonymous edits contain the IP information of the user,
which we used to trace their location. The final dataset, with
geographical information, contains more than 112 million
edits of over three million articles. Figure 7 presents a
visualization of the dataset using TOPKUBE. It is interesting
to see that even though Nevada is not considered a state with
a high percentage of religious people, religious articles are
among the highest ranked. On the other hand, Mississippi,
considered one of the most religious states in the U.S., does
not have a single article related to religion among the top-20.

Flickr: The Yahoo! Flickr Creative Commons dataset [34]
contains 100 million public Flickr photos and videos, with
each record containing a set of user tags and geographical
information. The dataset contains 84 million geolocated tags
(1.57 million unique ones). Figure 8 shows how exploration
can be used to gain insight of unusual patterns in the data
along the West Coast of Africa. By highlighting the region,
we can see that there were an unusual spike of activity during
a few days in January. We create two different brushes in the
timeseries: a blue one covering the low activity days, and an
orange one covering the high activity days. We can see that
the high activity spike is mostly due to photos tagged with
freewheely.com and bicycle, which were taken by a Flickr user
during his bike trip.

Microblogging: This dataset is comprised of publicly
available geotagged microblog entries. From each post, we
extracted the latitude, longitude, and hashtags from the blog.

1. Select Paris Area 2. Observe Uncommon Spike on  Wed. Jan 7, 2015

3. Select  this Spike and Observe Top-10 Hashtags

 1. #jesuischarlie     4,456
 2. #charliehebdo      4,190
 3. #lrt               1,146
 4. #paris               607
 5. #gagnetaplace        447
 6. #charliehebdo        418
 7. #off                 402
 8. #lt                  335
 9. #noussommescharlie   197
10. #rip                 187

4. Select  Charlie Hebdo’s Top Hashtags and  
Observe its Temporal Volume Pattern

Fig. 9. Microblog exploration using TOPKUBE: a temporal perspective of
the top hashtags related to the the Charlie Hebdo terrorism act in Paris.

Fig. 10. GitHub projects with most commits in three large urban centers.

We can use TOPKUBE to explore the most popular hashtags
in order to understand how trending topics vary over time
and in a given region. Figure 9 presents a sequence of
exploration steps within January 2015 records. First we select
a geographical area around Paris and find out an unusual
Wednesday peak (Jan. 7) in the volume of hashtags. By
selecting this peak we quickly find evidence of the event that
caused the volume spike by inspecting the top-10 hashtags
in the current selection (i.e. Paris and Jan 7). The event
in question was the terrorism attack at the Charlie Hebdo
headquarters. To understand how the hashtags created for
this event at the day of the attack faded in time, we further
constrain our selection to just the hashtags related to the
terrorism attack and see that those fade almost completely
(relative to event day) after one week of the attack.

GitHub: The GitHub dataset was first made available
by Gousios [35] and contains all events from the GitHub
public event time line. We were able to obtain information
on more than 58 million commits for roughly 1.5 million
projects. Each commit was geolocated based on the location
of the user responsible for the action. Figure 10 presents a
visualization with the top-k projects of three large urban
centers. The only common project among all three regions
is dotfiles, a project for sharing customized environment files
on Unix-based operating systems. It is also interesting to
notice how llvm and related projects (such as clang), are very
popular in California, but not elsewhere. This shows a highly
diversified open source community across the United States.

6.2 Performance

To determine which of the previously described algorithms
works best when solving top-k queries, we conducted an
initial evaluation using the Microblogs dataset, which is the

Top Hashtags in Paris related to Charlie Hebdo
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Fig. 7. Comparing the top edited articles in Nevada and Mississippi.

Fig. 8. Geolocated Flickr tags in Africa: the unusual activity on the west
coast are from photos taken during a bike trip.

keywords were then used as keys in the construction of our
TOPKUBE data structure.

6.1 Use Cases
Wikipedia: The Wikipedia English dump datasets [33] con-
tains edit history for every article since its creation in 2005.
Anonymous edits contain the IP information of the user,
which we used to trace their location. The final dataset, with
geographical information, contains more than 112 million
edits of over three million articles. Figure 7 presents a
visualization of the dataset using TOPKUBE. It is interesting
to see that even though Nevada is not considered a state with
a high percentage of religious people, religious articles are
among the highest ranked. On the other hand, Mississippi,
considered one of the most religious states in the U.S., does
not have a single article related to religion among the top-20.

Flickr: The Yahoo! Flickr Creative Commons dataset [34]
contains 100 million public Flickr photos and videos, with
each record containing a set of user tags and geographical
information. The dataset contains 84 million geolocated tags
(1.57 million unique ones). Figure 8 shows how exploration
can be used to gain insight of unusual patterns in the data
along the West Coast of Africa. By highlighting the region,
we can see that there were an unusual spike of activity during
a few days in January. We create two different brushes in the
timeseries: a blue one covering the low activity days, and an
orange one covering the high activity days. We can see that
the high activity spike is mostly due to photos tagged with
freewheely.com and bicycle, which were taken by a Flickr user
during his bike trip.

Microblogging: This dataset is comprised of publicly
available geotagged microblog entries. From each post, we
extracted the latitude, longitude, and hashtags from the blog.

1. Select Paris Area 2. Observe Uncommon Spike on  Wed. Jan 7, 2015

3. Select  this Spike and Observe Top-10 Hashtags

 1. #jesuischarlie     4,456
 2. #charliehebdo      4,190
 3. #lrt               1,146
 4. #paris               607
 5. #gagnetaplace        447
 6. #charliehebdo        418
 7. #off                 402
 8. #lt                  335
 9. #noussommescharlie   197
10. #rip                 187

4. Select  Charlie Hebdo’s Top Hashtags and  
Observe its Temporal Volume Pattern

Fig. 9. Microblog exploration using TOPKUBE: a temporal perspective of
the top hashtags related to the the Charlie Hebdo terrorism act in Paris.

Fig. 10. GitHub projects with most commits in three large urban centers.

We can use TOPKUBE to explore the most popular hashtags
in order to understand how trending topics vary over time
and in a given region. Figure 9 presents a sequence of
exploration steps within January 2015 records. First we select
a geographical area around Paris and find out an unusual
Wednesday peak (Jan. 7) in the volume of hashtags. By
selecting this peak we quickly find evidence of the event that
caused the volume spike by inspecting the top-10 hashtags
in the current selection (i.e. Paris and Jan 7). The event
in question was the terrorism attack at the Charlie Hebdo
headquarters. To understand how the hashtags created for
this event at the day of the attack faded in time, we further
constrain our selection to just the hashtags related to the
terrorism attack and see that those fade almost completely
(relative to event day) after one week of the attack.

GitHub: The GitHub dataset was first made available
by Gousios [35] and contains all events from the GitHub
public event time line. We were able to obtain information
on more than 58 million commits for roughly 1.5 million
projects. Each commit was geolocated based on the location
of the user responsible for the action. Figure 10 presents a
visualization with the top-k projects of three large urban
centers. The only common project among all three regions
is dotfiles, a project for sharing customized environment files
on Unix-based operating systems. It is also interesting to
notice how llvm and related projects (such as clang), are very
popular in California, but not elsewhere. This shows a highly
diversified open source community across the United States.

6.2 Performance

To determine which of the previously described algorithms
works best when solving top-k queries, we conducted an
initial evaluation using the Microblogs dataset, which is the

GitHub Top commits near urban centers
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Fig. 11. Empirical cumulative distributions of the time to retrieve the top-
32 valued keys for 100 spatiotemporal queries on the microblog dataset.
Speedup potential of Hybrid versus Sweep, Threshold, and PostGIS.

most challenging because it has the most keys (4.7M). The
first experiment consisted of collecting 100 spatiotemporal
selections ranging from large geospatial areas (continents) to
smaller regions (cities) combined with time interval selections
ranging from multiple weeks to a few hours. Next, we
retrieved the top-32 valued keys in each of the 100 selections
with the different methods we describe in Section 5. In
addition to SWEEP, THRESHOLD, and HYBRID, we also
included PostGIS in this experiment. PostGIS is the most
popular open source GIS package that can solve the problem
that we were targeting in this work. It is the de facto spatial
database in our opinion, which is why we chose to compare
our techniques to it. We configured PostGIS according to its
official documentation for a dataset containing key, latitude,
longitude, and timestamp.

In Figure 11 we present the results of our first experiment
in the form of cumulative distributions: what percentage of
the 100 spatiotemporal queries we could retrieve the top-32
keys in less than t time units. All results were exactly the
same for all the methods tested including PostGIS. We are
able to see that the HYBRID ALGORITHM with varying ✓
thresholds had query times consistently smaller than both
TA and SWEEP. This fact confirmed our hypothesis that we
can accelerate top-k queries by adding rank information to
the index. Although this fact seems obvious, this study shows
that a natural use of rank information as done by TA does
not yield a speedup. Only a combination of the strengths of
TA and SWEEP illustrated by the HYBRID approach gave the
speedup we expected. It is worth noting, however, that there
was a steep increase in query times for HYBRID on the most
difficult problems (as cumulative probability approached 1),
which suggests that a better balance between SWEEP and
TA was possible. In Section 7 we perform a more thorough
experiment to understand the behavior of our top-k methods.

7 TOPKUBE-BENCHMARK

As illustrated in the previous examples, the main use case
that drove the development of TOPKUBE was to provide an
interactive visualization front-end to quickly access top-k
“terms” for arbitrary spatiotemporal selections. Although
we observe significant speedups using the HYBRID AL-
GORITHM (e.g. ✓ = 0.25 in Figure 11) compared to other
techniques, we believe in further improvements. To assess

how different top-k algorithms (the ones shown here and
future ones) perform in rank merging problems on datasets
similar to the ones we collected for this work, we created
the TOPKUBE-BENCHMARK and made it publicly available:
github.com/laurolins/topkube_benchmark.

7.1 Benchmark Characteristics
The TOPKUBE-BENCHMARK consists of one thousand TKR
problems. Each problem consists of a list of ranks, where
each rank is defined by a list of key-value pairs and the
associated ordering information, �, as shown in Equation 2.
The goal is to, given a value k, find the top-k keys and
their aggregated value from a consolidated rank of the
multiple input ranks (note that this problem does not require
explicitly finding the total consolidated rank). Each of the
four datasets (i.e. Flickr, GitHub, Microblog, and Wikipedia)
contributed equally with two hundred and fifty problems
for the the TOPKUBE-BENCHMARK. These problems were
collected during interactive exploratory sessions using these
four datasets In Figure 12, we present the distribution of
four characteristics of the problems in the benchmark: (1)
number of keys; (2) number of ranks; (3) number of entries;
and (4) density. The number of keys of a problem is simply
the union of the keys present in each rank. The number of
ranks is the number of lists (of key values) from the selection.
The number of entries is the sum of the sizes of the ranks (i.e.
the total number of keys in all ranks). Note that number of
entries should be larger than the number of keys since the
same key is usually present in more than one rank. Finally,
the density is simply the number of entries divided by the
product of number of ranks and number of keys. If a problem
has density one, each key is present in all ranks.

If we follow the overall thick solid gray line in the keys
plot (Figure 12, top left), we notice that fewer than 40% of
the problems involved fewer than 100k keys, which means
that most problems (more than 60%) involved 100k keys or
more. If we check the table entry in row keys/all and column
90% from the table in that figure, we see that more than 10%
of the problems involved 1.1 million keys or more. So, given
that these problem instances were collected from natural
visual interactions with the data, it is clear that large TKR
problems can show up at exploration time: a challenging
problem for interactivity. In terms of the number of ranks,
we see that more than 50% of the problems have 170 or
more ranks to be processed (row num ranks/all, column 50%),
and in 10% of the cases we had 860 ranks or more (lots of
non-empty product-bins being hit by the multi-dimensional
selection). In terms of number of entries, we see that 20% of
the problems had more than 1 million entries (row entries/all,
column 80%). Perhaps the most important observation of the
problems in the TOPKUBE-BENCHMARK comes from their
density: the problems are really sparse (worst-case scenario
for TA). If we consider 100 ranks in a problem and a density
of 0.051 (90% of the problems have density 0.051 or less: see
row density/all, column 90%), on average we will have one
key present in only 5.1 of the 100 ranks. These real-world,
interactive explorations clearly demonstrate the sparsity of
our inputs to the TKR problem, and that the binary searches
on Line 23 in TA are largely wasted effort.

From the characteristics of the four datasets, we know
that spatially the Microblog and Flickr datasets involve more
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ABSTRACT
In this paper, we present ForeCache, a general-purpose tool for ex-
ploratory browsing of large datasets. ForeCache utilizes a client-
server architecture, where the user interacts with a lightweight client-
side interface to browse datasets, and the data to be browsed is re-
trieved from a DBMS running on a back-end server. We assume a
detail-on-demand browsing paradigm, and optimize the back-end
support for this paradigm by inserting a separate middleware layer
in front of the DBMS. To improve response times, the middleware
layer fetches data ahead of the user as she explores a dataset.

We consider two different mechanisms for prefetching: (a) learn-
ing what to fetch from the user’s recent movements, and (b) us-
ing data characteristics (e.g., histograms) to find data similar to
what the user has viewed in the past. We incorporate these mech-
anisms into a single prediction engine that adjusts its prediction
strategies over time, based on changes in the user’s behavior. We
evaluated our prediction engine with a user study, and found that
our dynamic prefetching strategy provides: (1) significant improve-
ments in overall latency when compared with non-prefetching sys-
tems (430% improvement); and (2) substantial improvements in
both prediction accuracy (25% improvement) and latency (88% im-
provement) relative to existing prefetching techniques.

1. INTRODUCTION
Exploratory browsing helps users analyze large amounts of data

quickly by rendering the data at interactive speeds within a view-
port of fixed size (e.g., a laptop screen). This is of particular interest
to data scientists, because they do not have the time or resources to
analyze billions of datapoints by hand. One common interaction
pattern we have observed in data scientists is that they analyze a
small region within a larger dataset, and then move to a nearby
region and repeat the same analysis. They initially aggregate or
sample these regions when looking for a quick answer, and zoom
into the raw data when an exact answer is needed. Thus, we focus
on supporting a detail-on-demand browsing paradigm, where users
can move to different regions within a single dataset, and zoom into
these regions to see them in greater detail.

While users want to be able to drill down into specific regions of
a dataset, they also want their actions within the browsing tool to be
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Figure 1: A diagram of ForeCache’s tile storage scheme.

fluid and interactive. Even one second of delay after a pan or zoom
can be frustrating for users, hindering their analyses and distracting
them from what the data has to offer [17, 15]. Thus, the goal of this
project is to make all user interactions extremely fast (i.e., 500 ms
or less), thereby providing a seamless exploration experience for
users. However, although modern database management systems
(DBMS’s) allow users to perform complex scientific analyses over
large datasets [20], DBMS’s are not designed to respond to queries
at interactive speeds, resulting in long interaction delays for brows-
ing tools that must wait for answers from a backend DBMS [2].
Thus, new optimization techniques are needed to address the non-
interactive performance of modern DBMS’s, within the context of
exploratory browsing.

In this paper, we present ForeCache, a general-purpose tool for
interactive browsing of large datasets. Given that data scientists
routinely analyze datasets that do not fit in main memory, Fore-
Cache utilizes a client-server architecture, where users interact with
a lightweight client-side interface, and the data to be explored is re-
trieved from a back-end server running a DBMS. We use the array-
based DBMS SciDB as the back-end [23], and insert a middleware
layer in front of the DBMS, which utilizes prefetching techniques
and a main-memory cache to speedup server-side performance.

When the user performs zooms in ForeCache, she expects to see
more detail from the underlying data. To support multiple levels
of detail, we apply aggregation queries to the raw data. However,
complex scientific analyses take time, and may not execute at inter-
active speeds in the DBMS. To ensure that zooms are fast in Fore-
Cache, we compute each level of detail, or zoom level, beforehand,
and store them on disk. A separate materialized view is created for
each zoom level, and we partition each zoom level into equal-size
blocks, or data tiles [16].

The user cycles through the following steps when browsing data
in ForeCache: (1) she analyzes the result of the previous request,
(2) performs an action in the interface to update or refine the request
(e.g., zooms in), and then (3) waits for the result to be rendered on
the screen. ForeCache eliminates step 3 by prefetching neighbor-
ing tiles and storing them in main memory while the user is still
in step 1, thereby providing the user with a seamless browsing ex-

(a) Satellite Imagery (b) Multidimensional

(c) Timeseries (Heart rate Monitoring)
Figure 2: Potential tiling schemes for three types of data.

agery in Figure 2a), multidimensional data (e.g., iris flower classi-
fication in Figure 2b), and time series data (e.g., heart rate moni-
toring in Figure 2c). Beyond these three examples, SciDB has also
been used for efficiently analyzing genomics data [24] and astron-
omy data [22]. Given its extensive support for complex analyt-
ics over multidimensional datasets, we use SciDB as the back-end
DBMS in ForeCache.

Consider Figure 2a, where the user is exploring an array of snow
cover measurements computed from satellite imagery. Each array
cell has been mapped to a pixel, where orange and yellow pixels
correspond to snow. We have partitioned the current zoom level
along the array’s two dimensions (latitude and longitude), resulting
in four data tiles. The user’s current viewport is located at the top
left data tile; the user can move to other tiles by panning in the
client-side interface. The user can also zoom in or out to explore
different zoom levels.

2.2 Interactions Supported by ForeCache
In this paper, we focus on supporting data exploration through

two-dimensional (2D) views, where exploration means that the user
can browse, but not modify the underlying dataset. In addition, we
assume that users are interacting with the data using consistent,
incremental actions that only retrieve a fraction of the underlying
dataset. For example, if the user wants to go from zoom level 0
to 4 in ForeCache, she must go through levels 1, 2, and 3 first.
Otherwise, users are essentially performing random accesses on the
underlying data, which are generally difficult to optimize for any
back-end DBMS (e.g., “jumping” to any location in the dataset).

These assumptions define a specific class of exploration inter-
faces, characterized by the following four rules: (a) the interface
supports a finite set of interactions (i.e., no open-ended text boxes);
(b) these interactions cannot modify the underlying dataset; (c)
each interaction will request only a small fraction of data tiles;
and (d) each interaction represents an incremental change to the
user’s current location in the dataset (i.e., no “jumping”). Note that
given rule (c), ForeCache does not currently support interactions
that force a full scan of the entire dataset, such as searches (e.g.,
find all satellite imagery pixels with a snowcover value above 0.7).

2.3 Building Data Tiles
To improve performance, ForeCache builds all data tiles in ad-

vance, and stores them on disk in SciDB. In this section, we ex-
plain how ForeCache builds zoom levels and data tiles in advance,
which is done in three steps: (1) building a separate materialized
view for each zoom level; (2) partitioning each zoom level into
non-overlapping blocks of fixed size (i.e., data tiles); and (3) com-

Figure 3: A 16x16 array being aggregated down to an 8x8 array
with aggregation parameters (2,2).

Figure 4: A zoom level being partitioned into four tiles, with tiling
parameters (4,4).

puting any necessary metadata (e.g., data statistics) for each data
tile. The most detailed zoom level (i.e., highest resolution) is just
the raw data without any aggregation.

Building Materialized Views: To build a materialized view, we
apply an aggregation query to the raw data, where the aggregation
parameters dictate how detailed the resulting zoom level will be.
These parameters form a tuple ( j1, j2,..., jd), where d is the number
of dimensions. Each parameter j specifies an aggregation interval
over the corresponding dimension, where every j array cells along
this dimension are aggregated into a single cell. Consider Figure 3,
where we have a 16x16 array (on the left), with two dimensions
labeled x and y, respectively. Aggregation parameters of (2,2) cor-
respond to aggregating every 2 cells along dimension x, and every
2 cells along dimension y (i.e., the red box in Figure 3). If we com-
pute the average cell value for each window in the 16x16 array, the
resulting array will have dimensions 8x8 (right side of Figure 3).

Partitioning the Views: Next, we partition each computed zoom
level into data tiles. To do this, we assign a tiling interval to each di-
mension, which dictates the number of aggregated cells contained
in each tile along this dimension. For example, consider our aggre-
gated 8x8 view in Figure 4. If we specify a tiling window of (4,4),
ForeCache will partition this view into four separate data tiles, each
with the dimensions we specified in our tiling parameters (4x4).

We choose the aggregation and tiling parameters such that one
tile at zoom level i translates to four higher-resolution tiles at level
i+ 1. To do this, we calculated our zoom levels bottom-up (i.e.,
starting at the raw data level), multiplying our aggregation intervals
by 2 for each coarser zoom level going upward. We then applied
the same tiling intervals to every zoom level. Thus, all tiles have
the same dimensions (i.e., tile size), regardless of zoom level.

Computing Metadata: Last, ForeCache computes any necessary
metadata for each data tile. For example, some of our recommen-
dation models rely on data characteristics, or signatures, to be com-
puted for each tile, such as histograms or machine vision features
(see Section 4 for more detail). As ForeCache processes each tile
and zoom level, this metadata is computed and stored in a shared
data structure for later use by our prediction engine.

Choosing a Tile Size: Pre-computing tiles ensures that Fore-
Cache provides consistently fast performance across zoom levels.
However, choosing a bad tile size can negatively affect performance.
For example, increasing the tile size reduces the number of tiles
that can be stored in the middleware cache (assuming a fixed cache
size), which could reduce ForeCache’s prefetching capabilities. In
our evaluation (Section 5), we take this into account by varying
the number of tiles that are prefetched by ForeCache in our experi-
ments. We plan to perform an in-depth study of how tiling param-
eters affect performance as future work.
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Algorithm 2 Pseudocode showing the Markov chain transition fre-
quencies building process.
Input: For PROCESSTRACES, a set of user traces, and sequence length n.
Output: F , computed transition frequencies.
1: procedure PROCESSTRACES({U1,U2, ...,Uj, ...}, n)
2: F  {}
3: for user trace Uj do
4: Vj  GETMOVESEQUENCE(Uj)
5: F  UPDATEFREQUENCIES(Vj , F , n)
6: return F
7: procedure GETMOVESEQUENCE(Uj)
8: Vj  [ ]
9: for i = 1,2, ..., where i |Vj | do

10: Vj[i] Uj[i].move
11: return Vj

12: procedure UPDATEFREQUENCIES(Vj = [v1,v2,v3, ...], F , n)
13: for i = n+1,n+2, ..., where n < i |Vj | do
14: F [sequence(vi�n,vi�(n�1),vi�(n�2), ...,vi�1)! vi] += 1
15: return F

(line 6). In contrast, an observed zoom-out tells the prediction en-
gine to stop adding tiles to tempROI (lines 8-12). If the inFlag was
set while the zoom-out occurred, we replace the user’s old ROI
with tempROI (lines 9-10). Then, tempROI is reset (line 12). Last,
if r.move = pan while the inFlag is true, Tr (i.e., the requested tile)
is added to tempROI (lines 13-14).

4.3.2 Actions-Based (AB) Recommender
As the user moves to or from ROI’s, she is likely to consistently

zoom or pan in a predictable way (e.g., zoom out three times).
Doshi et al. leverage this assumption in their Momentum model,
which predicts that the user’s next move will match her previous
move [8]. We expand on this idea with our AB recommender,
which builds an n-th order Markov chain from users’ past actions.

To build the Markov chain, we create a state for each possible
sequence of moves, where we only consider sequences of length n
(i.e., the length of H). For example, if n = 3, then the following
are two sequences that would have their own states in the Markov
chain: panning left three times (i.e., le f t, le f t, le f t), and zooming
out twice and then panning right (i.e., out, out, right). After creat-
ing our states, we create an outgoing transition from each state for
every possible move the user can make in the interface. In the n = 3
case, if the user is in state (le f t, le f t, le f t) and then decides to pan
right, we represent this as the user taking the edge labeled “right”
from the state (le f t, le f t, le f t) to the state (le f t, le f t, right).

We learn transition probabilities for our Markov chains using
traces from our user study; the traces are described in Section 4.1.
Algorithm 2 shows how we calculate the transition frequencies
needed to compute the final probabilities. For each user trace Uj
from the study, we extract the sequence of moves observed in the
trace (lines 7-11). We then iterate over every sub-sequence of length
n (i.e., every time a state was visited in the trace), and count how of-
ten each transition was taken (lines 12-15). To do this, for each sub-
sequence observed (i.e., for each state observed from our Markov
chain), we identified the move that was made immediately after this
sub-sequence occurred, and incremented the relevant counter (line
14). To fill in missing counts, we apply Kneser-Ney smoothing, a
well-studied smoothing method in natural language processing for
Markov chains [7]. We used the BerkeleyLM [18] Java library to
implement our Markov chains.

4.3.3 Signature-Based (SB) Recommender
The goal of our SB recommender is to identify neighboring tiles

that are visually similar to what the user has requested in the past.

(a) Potential snow cover
ROI’s in the US and Canada.

(b) Tiles in the user’s history,
after visiting ROI’s from (a).

Figure 6: Example ROI’s in the US and Canada for snow cover
data. Snow is orange to yellow, snow-free areas in green to blue.
Note that (a) and (b) span the same latitude-longitude range.

Table 2: Features computed over individual array attributes in Fore-
Cache to compare data tiles for visual similarity.

Signature Measures Visual Characteristics
Compared Captured

Normal Mean, standard average position/color/size
Distribution deviation of rendered datapoints
1-D histogram bins position/color/size distribu-
histogram -tion of rendered datapoints
SIFT histogram built distinct “landmarks” in the

from clustered visualization (e.g., clusters
SIFT descriptors of orange pixels)

DenseSIFT same as SIFT distinct “landmarks” and
their positions in the
visualization

For example, in the Foraging phase, the user is using a coarse view
of the data to find new ROI’s to explore. When the user finds a new
ROI, she zooms into this area until she reaches her desired zoom
level. Each tile along her zooming path will share the same visual
features, which the user depends on to navigate to her destination.
In the Sensemaking phase, the user is analyzing visually similar
data tiles at the same zoom level. One such example is when the
user is exploring satellite imagery of the earth, and panning to tiles
within the same mountain range.

Consider Figure 6a, where the user is exploring snow cover data
derived from a satellite imagery dataset. Snow is colored orange,
and regions without snow are blue. Thus, the user will search for
ROI’s that contain large clusters of orange pixels, which are circled
in Figure 6a. These ROI’s correspond to mountain ranges.

Given the user’s last ROI (i.e., the last mountain range the user
visited), we can look for neighboring tiles that look similar (i.e.,
find more mountains). Figure 6b is an example of some tiles that
may be in the user’s history if she has recently explored some of
these ROI’s, which we can use for reference to find new ROI’s.

We measure visual similarity by computing a diverse set of tile
signatures. A signature is a compact, numerical representation of
a data tile, and is stored as a vector of double-precision values.
Table 2 lists the four signatures we compute in ForeCache. All of
our signatures are calculated over a single SciDB array attribute.
The first signature in Table 2 calculates the average and standard
deviation of all values stored within a single data tile. The second
signature builds a histogram over these array values, using a fixed
number of bins.

We also tested two machine vision techniques as signatures: the
scale-invariant feature transform (SIFT), and a variant called dens-
eSIFT (signatures 3 and 4 in Table 2). SIFT is used to identify and
compare visual “landmarks” in an image, called keypoints. Much
like how seeing the Statue of Liberty can help people distinguish
pictures of New York city from pictures of other cities, SIFT key-


