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Information Integration 
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[L. Dong and F. Naumann, 2009]
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Information Integration 
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Information Integration 
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"Duplicate Detection" has many Duplicates
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"Duplicate Detection" has many Duplicates
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[L. Dong and F. Naumann, 2009]
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The record linkage process
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Record Linkage Process
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[P. Christen , 2019]

http://users.cecs.anu.edu.au/~Peter.Christen/publications/christen2019csic-tutorial-slides.pdf
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Record Linkage Techniques
• Deterministic matching 
- Rule-based matching (complex to build and maintain)  

• Probabilistic record linkage [Fellegi and Sunter, 1969] 
- Use available attributes for linking (often personal information, like names, 

addresses, dates of birth, etc.) 
- Calculate match weights for attributes  

• “Computer science” approaches  
- Based on machine learning, data mining, database, or information retrieval 

techniques  
- Supervised classification: Requires training data (true matches)  
- Unsupervised: Clustering, collective, and graph based

9

[P. Christen , 2019]

http://users.cecs.anu.edu.au/~Peter.Christen/publications/christen2019csic-tutorial-slides.pdf
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Information Integration 
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Assignment 3
• Data wrangling with 
- Trifacta Wrangler 
- pandas 

• Same hurdat2 data 
• Start now! 
• Due Tuesday, March 3

11

http://faculty.cs.niu.edu/~dakoop/cs680-2020sp/assignment3.html
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Thursday: Lecture next door
• Combine with the Big Ideas class 
• I'm giving the lecture 🤷 
• Data Visualization… but related to how to deal with larger amounts of data

12



Integrating Conflicting Data: 
The Role of Source Dependence

X. L. Dong, L. Berti-Equille, and D. Srivastava

D. Koop, CSCI 490/680, Spring 2020

http://www.lunadong.com/publication/dependence_vldb.pdf
http://www.lunadong.com/publication/dependence_vldb.pdf
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Example Problem
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[X L Dong et al., 2009]

http://www.lunadong.com/talks/depenDetection.pptx
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Example Problem
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[X L Dong et al., 2009]
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Stonebraker MIT Berkeley MIT

Dewitt MSR MSR UWisc

Bernstein MSR MSR MSR

Carey UCI AT&T BEA

Halevy Google Google UW

http://www.lunadong.com/talks/depenDetection.pptx
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Naive Voting Works
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Naive Voting Only Works if Data Sources are Independent
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Naive Voting Only Works if Data Sources are Independent
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S4 and S5 copy from S3
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Challenges in Dependence Discovery

18

[X L Dong et al., 2009]

S1 S2 S3 S4 S5

Stonebraker MIT Berkeley MIT MIT MS

Dewitt MSR MSR UWisc UWisc UWisc

Bernstein MSR MSR MSR MSR MSR

Carey UCI AT&T BEA BEA BEA

Halevy Google Google UW UW UW

http://www.lunadong.com/talks/depenDetection.pptx


D. Koop, CSCI 490/680, Spring 2020
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Challenges in Dependence Discovery
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2. With only a snapshot it is hard to 
decide which source is a copier.
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Challenges in Dependence Discovery
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3. A copier can also provide or verify some data by 
itself, so it is inappropriate to ignore all of its data.

1. Sharing common data does 
not in itself imply copying.

2. With only a snapshot it is hard to 
decide which source is a copier.

http://www.lunadong.com/talks/depenDetection.pptx
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Source Dependence
• Source dependence: two sources S and T deriving the same part of data 

directly or transitively from a common source (can be one of S or T). 
- Independent source 
- Copier 

• copying part (or all) of data from other sources  
• may verify or revise some of the copied values 
• may add additional values 

• Assumptions 
- Independent values 
- Independent copying 
- No loop copying

19

[X L Dong et al., 2009]

http://www.lunadong.com/talks/depenDetection.pptx
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Core Case
• Conditions 
- Same source accuracy 
- Uniform false-value distribution 
- Categorical value 

• Proposition: W. independent “good” sources, Naïve voting selects values with 
highest probability to be true.

20

[X L Dong et al., 2009]

http://www.lunadong.com/talks/depenDetection.pptx
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Ideas
• If two sources share a lot of false values, they are more likely to be 

dependent. 
• S1 is more likely to copy from S2, if the accuracy of the common data is 

highly different from the accuracy of S1.

21

[X L Dong et al., 2009]

http://www.lunadong.com/talks/depenDetection.pptx
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Combining Accuracy and Dependence

22

[X L Dong et al., 2009]

Truth 
Discovery

Source-accuracy
Computation

Dependence
Detection

http://www.lunadong.com/talks/depenDetection.pptx
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Combining Accuracy and Dependence
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Truth 
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Source-accuracy
Computation

Dependence
Detection

Step 1Step 3

Step 2

http://www.lunadong.com/talks/depenDetection.pptx
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The Motivating Example
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[X L Dong et al., 2009]
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.99

Rnd 2

Rnd 11Rnd 3 …

S1

S2

S4

S3

S5

.14

.49

.49
.49

.08

.49 .49

.49
S1

S2

S4

S3

S5

.55

.49
.55.49 .44

.44



D. Koop, CSCI 490/680, Spring 2020

The Motivating Example

24

[X L Dong et al., 2009]

Accuracy S1 S2 S3 S4 S5

Round 1 .52 .42 .53 .53 .53
Round 2 .63 .46 .55 .55 .55
Round 3 .71 .52 .53 .53 .37
Round 4 .79 .57 .48 .48 .31

… … … … … …
Round 11 .97 .61 .40 .40 .21

Value
Confidence

Carey Halevy
UCI AT&T BEA Google UW

Round 1 1.61 1.61 2.0 2.1 2.0
Round 2 1.68 1.3 2.12 2.74 2.12
Round 3 2.12 1.47 2.24 3.59 2.24
Round 4 2.51 1.68 2.14 4.01 2.14

… … … … … …
Round 11 4.73 2.08 1.47 6.67 1.47
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How do you find data?
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What is a dataset?
• SDMX: a collection of related observations, organized according to a 

predefined structure 
• DataCube (W3C): a collection of observations, possibly organized into 

various slices, conforming to some common dimensional structure 
• Data Catalog Vocab: a collection of data, published or curated by a single 

agent, and available for access or download in one or more formats 

• [Chapman et al., 2020]: a collection of related observations organized and 
formatted for a particular purpose 

- Can be table or images, graphs, documents, etc.

26

[Chapman et al., 2020]
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Goal of Dataset Search: Accurate (A) vs. Timely (B)

27

[Chapman et al., 2020]
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Dataset Search Example

28

[data.cityofchicago.org]

http://data.cityofchicago.org
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Table 1: Set of dimensions.

Dimension Categories Question to be answered

ob
je
ct
iv
e

Type Web Crawler, Customizable Crawler, Search
Engine, Pure Data Vendor, Complex Data Vendor,
Matching Vendor, Enrichment Tagging,
Enrichment Sentiment, Enrichment Analysis, Data
Market Place

What is the type of the core offering?

Time Frame Static/Factual, Up To Date Is the data static or real-time?
Domain All, Finance/Economy, Bio Medicine, Social Media,

Geo Data, Address Data
What is the data about?

Data Origin Internet, Self-Generated, User, Community,
Government, Authority

Where does the data come from? Who is the author?

Pricing Model Free, Freemium, Pay-Per-Use, Flat Rate Is the offer free, pay-per-use or usable with a flat rate?
Data Access API, Download, Specialized Software, Web

Interface
What technical means are offered to access the data?

Data Output XML, CSV/XLS, JSON, RDF, Report In what way is the data formatted for the user?
Language English, German, More What is the language of the website? Does it differ

from the language of the data?
Target Audience Business, Customer Towards whom is the product geared?

su
b
je
ct
iv
e Trustworthiness Low, Medium, High How trustworthy is the vendor? Can the original data

source be tracked or verified?
Size of Vendor Startup, Medium, Big, Global Player How big is the vendor?
Maturity Research Project, Beta, Medium, High Is the product still in beta or already established?

ever, if no more companies were found, the category
definitions were reconsidered and updated.

2.3 Limitations
The information we used was taken directly from

the website of each vendor. This may limit the
accuracy of our findings in some cases, where the
description of a product exceeds the actual function-
ality. Verifying that every product fulfills its own
description is a task that goes beyond the purpose
of this survey. Random samples, however, indicate
that the descriptions commonly match the services
provided. Nevertheless, there are also cases where
the information provided on a vendor’s website was
not sufficient to categorize all dimensions. This was
particularly the case for B2B vendors, which only re-
veal their pricing models upon request. We chose to
leave these dimensions out than to speculate about
their value. As a result, however, the numbers of
these dimensions are minimally skewed.
The market of data vendors and data market

places is highly active, i. e., new actors emerge and
others disappear, and the market as such is growing
rapidly. Therefore, it cannot be guaranteed that this
study is fully exhaustive with regard to the number
of vendors in the market. That said, we are confident
that during our observation period from April to
July 2012 we have obtained a representative sample
that allows for a meaningful analysis. Furthermore,
it has to be stated that data trading channels are
not necessarily made public. This means that we
are aware of the fact that a certain amount of data
is traded directly between (large) corporations or

within a certain ecosystem (such as social networks)
without the use of intermediaries. It is obvious that
it is impossible to investigate those forms of data
trading using our Web survey approach.

3. FINDINGS
As stated in the previous section, the following

twelve dimensions have been examined: Type, Time
Frame, Domain, Data Origin, Pricing Model, Data
Access, Data Output, Language, Target Audience,
Trustworthiness, Size of Vendor, and Maturity. To
structure these dimension we have categorized them
into objective and subjective measures, i. e., whether
the classification within each dimension can be easily
verified or whether the classification is down to the
researcher’s judgement.

3.1 Objective Dimensions

3.1.1 Type
The first dimension type is used to classify vendors

based on what their core product is. In order to form
a common understanding of the different categories
these are explained below:

• (Focused) Web Crawler: Services that are specif-
ically designed to crawl a particular website
or set of websites. These are always bound to
one domain, e. g., spinn3r is a service that is
specialized on indexing the blogosphere.

• Customizable Crawler: General purpose craw-
lers that can be set up by the customer to crawl

SIGMOD Record, March 2013 (Vol. 42, No. 1) 17

Dimensions of Data

29

[Schomm et al., 2013]
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Enriched Data
• Tagging: add searchable keywords 
• Sentiment: add information about how people feel about item 
• Analysis: start processing the data

30
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Search Process

31
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Goods: Organizing Google's Datasets
• Tool for Google to help its employees find internal data 
• Keep data where it is, how it is, but extract metadata to aid search 
• Challenges: 
- Dataset size and scale: >26 billion datasets 
- Variety: formats (text, csv, Bigtable), storage (GoogleFS, db server) 
- Churn: ~5% of datasets deleted each day 
- Metadata uncertainty: protocol buffers, primary key identification 
- Computing importance: need to understand users 
- Recovering semantics: understanding the data aids metadata extraction

32

[Halevy et al., 2016]
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Goods Metadata Organization

33

[Halevy et al., 2016]

Metadata Groups Metadata

Basic size, format, aliases, last modified time, access control lists

Content-based schema, number of records, data fingerprint, key field, frequent tokens, 
similar datasets

Provenance reading jobs, writing jobs, downstream datasets, upstream datasets

User-supplied description, annotations

Team and Project project description, owner team name

Temporal change history 



D. Koop, CSCI 490/680, Spring 2020Figure 1: Overview of Google Dataset Search (Goods). The figure shows the Goods dataset catalog that collects metadata about datasets from various
storage systems as well as other sources. We also infer metadata by processing additional sources such as logs and information about dataset owners
and their projects, by analyzing content of the datasets, and by collecting input from the Goods users. We use the information in the catalog to build
tools for search, monitoring, and visualizing flow of data.

Based on the information in its catalog, Goods provides a dash-

board for the NLU team (in this case, dataset producers), which
displays all their datasets and enables browsing them by facets (e.g.,
owner, data center, schema). Even if the team’s datasets are in di-
verse storage systems, the engineers get a unified view of all their
datasets and dependencies among them. Goods can monitor fea-
tures of the dataset, such as its size, distribution of values in its
contents, or its availability, and then alert the owners if the features
change unexpectedly.

Another important piece of information that Goods provides is
the dataset provenance: namely, the information about which datasets
were used to create a given dataset (upstream datasets), and those
that rely on it (downstream datasets). Note that both the upstream
and downstream datasets may be created by other teams. When an
engineer in the NLU team observes a problem with a dataset, she
can examine the provenance visualization to determine whether a
change in some upstream dataset had caused the problem. Simi-
larly, if the team is about to make a significant change to its pipeline
or has discovered a bug in an existing dataset that other teams have
consumed already, they can quickly notify those a↵ected by the
problem.

From the perspective of dataset consumers, such as those not
part of the NLU team in our example, Goods provides a search en-

gine over all the datasets in the company, plus facets for narrowing
search results, to find the most up-to-date or potentially important
datasets. Goods presents a profile page for every dataset, which
helps users unfamiliar with the data to understand its schema and
to create boilerplate code to access and query the data. The profile
page also contains the information on datasets with content simi-

lar to the content of the current dataset. The similarity informa-
tion may enable novel combinations of datasets: for example, if
two datasets share a primary key column, then they may provide
complementary information and are therefore a good candidate for
joining.

Goods allows users to expand the catalog with crowd-sourced
metadata. For instance, dataset owners can annotate datasets with
descriptions, in order to help users figure out which datasets are
appropriate for their use (e.g., which analysis techniques are used
in certain datasets and which pitfalls to watch out for). Dataset au-
ditors can tag datasets that contain sensitive information and alert
dataset owners or prompt a review to ensure that the data is han-
dled appropriately. In this manner, Goods and its catalog become a
hub through which users can share and exchange information about
the generated datasets. Goods also exposes an API through which
teams can contribute metadata to the catalog both for the teams own
restricted use as well as to help other teams and users understand
their datasets easily.

As we discuss in the rest of the paper, we addressed many chal-
lenges in designing and building Goods, arising from the sheer
number of datasets (tens of billions in our case), the high churn in
terms of updates, the sizes of individual datasets (gigabytes or ter-
abytes in many cases), the many di↵erent data formats and stores
they reside in, and the varying quality and importance of informa-
tion collected about each dataset. Many of the challenges that we
addressed in Goods were precipitated by the scale and characteris-
tics of the data lake at Google. However, we believe that our expe-
rience and the lessons that we learned will apply to similar systems
in other enterprises.

Goods: Organizing Google's Datasets

34

[Halevy et al., 2016]
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Goods Lessons
• Need for evolution: users bookmark and annotate dataset pages,  
• Ranking is domain-specific: a dataset used by another team should be higher 
• Expect unusual datasets: metadata extraction can cause crashes 
• Data export required: e.g. for visualization 
• Ensure recoverability: expensive work so retain snapshots of data

35

[Halevy et al., 2016]
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100+ datasets found

Revenue ski & snowboard
reso!s in the U.S., 2008-2013
www.statista.com

Updated Nov 27, 2018

F
Total Revenue for Skiing
Facilities, Establishments…
Subject to Federal...fred.stlouisfed.org

Updated Jan 30, 2020

U.S. ski and snowboard rental
industry revenue from 2013 to…
2018www.statista.com

Updated Jul 22, 2019

U.S. ski and snowboard rental
industry revenue growth rate…
from 2013 to 2020...www.statista.com

Updated Jul 22, 2019

COOPER HILL SKI AREA INC,
"scal year ending May 2017
projects.propublica.org

United States number of ski
areas operating, per state…
2018/19www.statista.com

Updated Oct 30, 2019

Total Revenue for Skiing Facilities, Establishments Subject to Federal Income Tax, Employer Firms
REVEF71392TAXABL

Dataset updated Jan 30, 2020

License

https://research.stlouisfed.org/fred_terms.html#copyright-public-domain

Description

Graph and download economic data for Total Revenue for Skiing Facilities, Establishments Subject to Federal Income Tax, Employer Firms (REVEF71392TAXABL) from 1998 to 2018 about sport,
recreation, employer Zrms, accounting, revenue, establishments, tax, services, and USA.

!Updated Date !Download Format !Usage Rights Free

Explore at FRED

ski revenue

Google Dataset Search
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Google Dataset Search
• Index datasets all over the web (~25 million datasets) 
• Use an open standard (schema.org) to describe properties of dataset 
• Largest topics: geosciences, biology, and agriculture 
• Filter: 
- Updated date 
- Dataset format: tables, images, text 
- Usage Rights 
- Cost
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Requirements
• System must be open so new providers can add their own datasets 
• Search is over metadata (a provider may require users to pay/create 

account) 
• Metadata must be published by the data publishers themselves, adhering to 

a standard
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Challenges
• Metadata Quality: providers don't adhere to the specs 
• Metadata Duplication in Search Results: search results vs. profile pages 
• Dataset Replication and Provenance: identify replicas across providers 
• Churn and Stale Sites:  
- 3% deleted, 7-10% added per day 
- standard web crawlers check high-traffic sites more often 

• Ranking/Relevance: data citation might help 
• Multiple Dataset-Metadata Standards: schema.org vs DCAT
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D. Koop, CSCI 490/680, Spring 2020Figure 1: An overview of the Dataset Search components. Google crawler collects the metadata from the Web; Dataset Search
backend normalizes and reconciles the metadata; we then index the reconciled metadata and rank results for user queries.

triples [28]. We then look for the triples that use our vocabular-
ies of interest, Schema.org and DCAT. Speci�cally, we collect all
the triples for all the pages that have elements of speci�c types:
http://schema.org/Dataset, http://schema.org/DataCatalog,
and http://www.w3.org/ns/dcat#Dataset.

For a set of triples from each page, we traverse the graph to
collect all the properties and related objects for each dataset in a
protocol bu�er [32], a nested-relational record corresponding to
each metadata entry. A dataset record can point to other records
such as organizations that provided a dataset or a record describing
the distribution of a dataset. A single Web page can have multiple
dataset records on it.

The speci�cation of the graph traversal captures the mapping
from Schema.org and DCAT vocabularies to the corresponding
elements in the protocol-bu�er de�nition (e.g., example �elds in
Figure 2). The schema of the protocol bu�er for the metadata largely
corresponds to http://schema.org/Dataset and therefore the
transformation of metadata at this stage is rather small.

To improve scalability, we use the graph query independently
on the triples from each individual page rather than try to extract
information from a graph that includes all metadata triples on
the Web. Because the links across di�erent pages must specify
objects on another page directly through a URL (e.g., a provider
of this dataset on page A is described on page B), we can do this
reconciliation post-hoc. So, essentially, each page corresponds to its
own, possibly disconnected graph. At the same time, doing graph
traversal only for a single page is dramatically more scalable.

The information that we extract through graph traversal consti-
tutes the rawmetadata, metadata that closely mimics the structure
of Schema.org properties on the original page.

In the next few steps, we describe how we create reconciled
metadata for each dataset, accounting for the di�erent levels of
quality and variety of the modeling patterns used.

5.2 Normalizing and cleaning the metadata
As we mentioned in Section 4.1, we must assume that we will en-
counter every possible misuse andmis-interpretation of Schema.org
properties when we operate at the scale of the whole Web. Thus,
we perform a number of operations to normalize and clean up the
metadata.

First, for the properties where we observe di�erent patterns on
the Web, we analyze the common patterns used and try to account
for all of them. For instance Figure 2 shows the di�erent patterns
that we observed for de�ning downloads and distribution. In the
�gure, the �rst example of raw metadata de�nes the format of the
dataset (CSV) at the level of the dataset itself and stores the down-
load URL as the value of the http://schema.org/distribution
property. Other examples in the �gure deal with these two pieces
of information di�erently. All these patterns are commonly used in
our corpus. We mine these patterns by traversing either the initial
graph or the resulting protocol bu�er. Once we identify the patterns,
we write adapters to convert all of them into the same modeling
pattern in the reconciled metadata record. The right-hand side of
Figure 2 shows this reconciled result.

Similarly, we have developed adapters for other metadata �elds:
We understand a lot more representations of dates than the ISO
standard required by the Schema.org speci�cation (Section 4.1. We
will pick up digital object identi�ers (DOIs) for a dataset from a
variety of �elds, and not just http://schema.org/identifier.
We will use a uniform �eld, provider, for the many di�erent �elds
that dataset providers used to identify this property. As we collect
more metadata, our set of such adapters grows. Our decisions in
these steps are guided by two factors: (1) the frequent usage patterns
that we observed in the data; and (2) our understanding of what we
expect the users to see in Dataset Search results.
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Open Data Portal Watch
Quality Assessment and Monitoring of 278 Open Data Portals

ODPW! Portals" API# Quality Metrics! SPARQL$ Data Dumps% About

Info

!

Quality

&

Evolution

'

Stats

(

Datasets

)

Quality Assessment over the DCAT representation

Portal: www_data_gc_ca 

Week: Jan 13 - Jan 19, 2020   * + ,

Existence Metrics
....

ACCESS 

1.00
83300 DATASETS ANALYSED

CONTACT 

1.00
83300 DATASETS ANALYSED

DATE 

0.68
83300 DATASETS ANALYSED

DISCOVERY 

0.67
83300 DATASETS ANALYSED

PRESERVATION 

0.33
83300 DATASETS ANALYSED

RIGHTS 

1.00
83300 DATASETS ANALYSED

SPATIAL TEMPORAL 

- - - -

- - - -

Conformance Metrics
....

ACCESSURL 

0.96
83300 DATASETS ANALYSED

CONTACTEMAIL 

1.00
83300 DATASETS ANALYSED

CONTACTURL 

0.00
83300 DATASETS ANALYSED

DATEFORMAT 

0.68
83300 DATASETS ANALYSED

FILEFORMAT 

0.17
83300 DATASETS ANALYSED

LICENSE 

0.00
83300 DATASETS ANALYSED

- - - -

- -

Open Data Metrics
....

FORMAT OPENNESS 

0.16
83300 DATASETS ANALYSED

LICENSE OPENNENESS 

0.00
83300 DATASETS ANALYSED

FORMAT MACHINE READABILITY 

0.11
83300 DATASETS ANALYSED

- - -

Links

Institute for Information Business

WU Wien

Created and maintained by Sebastian Neumaier and colleagues. Source code released under the GPL-3.0 license. Impressum

Does the meta data contain spatial information?

Dataset Quality Metrics
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Remaining Challenges for Dataset Search
• Query languages: moving beyond keywords 
• Query handling: differentiated access 
• Data handling: extra knowledge (external and dataset-intrinsic) 
• Results presentation: interactivity
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