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Fig. 2. Taxis as sensors of city life. The plot on the top shows how the number of trips varies over 2011 and 2012. While some patterns are regular
and appear on both years, some anomalies are clear, e.g., the drops in August 2011 (Hurricane Irene) and in October 2012 (Hurricane Sandy). In
the bottom, we show pickups (blue) and dropoffs (orange) in Manhattan on May 1st from 7am to 11am. Notice that from 8-10am, there are virtually
no trips along 6th Avenue, indicating the traffic was blocked.

over 2011 and 2012. There is a lot of regularity: the plot lines are very
similar for the two years. For example, on Thanksgiving, Christmas
and New Year’s eve, there is a substantial drop in the number of trips.
But the plot also shows some anomalies. There are big drops in Au-
gust 2011 and October 2012, which correspond to hurricanes Irene and
Sandy, respectively. Looking at the data at a finer grain, other inter-
esting patterns emerge. The maps in Fig. 2 show the density of taxis
across Manhattan from 7am to 11am, on May 1st, 2011. From 8am
to 10am, taxis disappear along 6th avenue, from Midtown to Down-
town; and then, at 10am they reappear. As it turns out, during this
period, the streets were closed to traffic for the Five Boro Bike Tour.1
As we discuss later, other useful information can be discovered by
analyzing these data, from popular night spots and economically dis-
advantaged neighborhoods that are underserved by taxis, to mobility
patterns across regions at different times and days (see Fig. 1).

Like many urban data sets, taxi trips contain geographical and tem-
poral components. In addition, they encode information about move-
ment: a trip is associated with pickup and dropoff locations and times.
A trip also contains other attributes including the taxi id, distance trav-
eled, fare and tip amount, which enable, for example, the study of the
economics of fare structure and optimal fleet size. Not surprisingly,
exploring these data is challenging. We have carried out interviews
with social scientists and engineers that have used this data set in their
research to better understand their needs. Their analyses can be com-
plex and have been greatly limited by the size of the data. Tools that
are commonly used, including R, MatLab, Stata, ArcGIS and Excel,
cannot handle large data sets. This prevents scientists from analyz-
ing the whole data. Instead, they first select small slices and then load
them into these tools for analysis. This process is both tedious and time
consuming. Furthermore, while these tools support complex analysis,
users must be familiar with the underlying languages. For example, in
ArcGIS, users have to construct SQL-like queries, a task that is out of
reach for scientists without database training.

To address these limitations, in this paper, we propose a new vi-
sual query model that supports complex spatio-temporal queries over
origin-destination (OD) data. Users need not be experts in any textual

1http://www.nycbikemaps.com/spokes/five-boro-bike-tour-sunday-may-
1st-2011

query language: they can directly query the data using visual opera-
tions. We show that this model supports a wide range of queries, and
in particular, the three classes of queries in Peuquet’s typology [29]:
identify a set of objects at a given location and time; given a time and
a set of objects, describe the locations occupied by the objects; and
describe the times a set of objects occupied a given set of locations.
This model also supports origin-destination queries that are needed to
explore taxi movement. While visual languages have been proposed
for spatio-temporal data and moving objects, they targeted a different
kind of data—continuous data (i.e., complete trajectories), and made
use of a pictorial language [18, 12]. Instead of requiring users to sketch
queries, our model allows them to directly (and visually) manipulate
the data. The ability to specify queries using graphical widgets and
visualize their results was in part inspired by the seminal work by
Ahlberg et al. [2] on dynamic queries. Our focus, however, is dif-
ferent: we aim to support the exploration of large, spatio-temporal
OD data, and provide visualization services that are both usable and
efficient. Another important feature of our model is that each query
is associated with a set of trips. As a result, not only can queries be
composed and refined, but also query results can be aggregated and
different visual representations can be applied while still maintaining
the spatial and temporal contexts. Query composition also enables the
use of cross-filtered views [37], which is key in our model to support
the query classes in Peuquet’s typology.

We have built TaxiVis, an analysis environment that implements
this model. It combines a number of interaction capabilities that enable
users to pose queries over all the dimensions of the data and flexibly
explore the attributes associated with the taxi trips. Another important
feature of the system is the ability to compare spatio-temporal slices
through multiple coordinated views. Users can interactively compose
and refine queries as well as generalize them by performing parameter
sweeps. To deal with scalability, the system implements a number of
strategies to support interactive response times and the rendering of a
large number of graphical primitives on a map. As discussed in Sec. 5,
these include efficient data storage, and the use of adaptive level-of-
detail rendering to provide clutter-free visualization of the results.

We demonstrate the usefulness of our system through a series of
case studies motivated by traffic engineers and economists whose
needs have driven our design. These case studies show how our model

NYC Taxi Data: Day analysis

 3

[Ferreira et al., 2013]



D. Koop, CSCI 490/680, Spring 2020

Fig. 8. Comparison of taxi pickups (left) and dropoff (right) in different neighborhoods over the first week of May 2011. The plots show that Midtown
and the Upper East side are the most active areas. But over the weekend, there is an increased number of dropoffs in Downtown. The figure also
highlights the fact the Harlem is underserved by taxis.

and we see greater activity in Downtown. Note the increase in the
number of trips that starts to happen on Thursday (May 5), with big
peak for pickups on Friday (May 6) in the evening—this indicates that
the nightlife on weekends is very lively in Downtown.

This one-week overview provides an accurate overview of city life,
where people go and when. It also highlights social inequalities. Peo-
ple who live in Harlem have long complained about the lack of taxi
service in their neighborhood. The plot clearly shows that their discon-
tent is well justified. There is over one order of magnitude difference
in the number of trips to/from Harlem compared to other more afflu-
ent neighborhoods. The heat map also shows that while people take
taxis to Harlem, there are barely any pickups there. Exploring other
parameters associated with the trips we found one surprising fact: the
tips per trip originating in Harlem are higher than for the other neigh-
borhoods (see Fig. 9). Further analysis also showed that the fare per
mile is lower for Harlem, and thus, there is less economic incentive
for taxis to be in that area. The higher tips may be a means to reward
drivers that go to Harlem.

6.2 Exploring Movement: Transportation Hubs
Airports and major train stations (i.e. Penn Station and Grand Central)
are key transportation hubs in NYC. By analyzing taxi movement to
and from these locations, we can obtain insights into how people move
into and out of the city. To compare the number of trips originating at
JFK and La Guardia, we select the regions in their vicinity and exam-
ine a 1-week period (05/01/2011 through 05/07/2011). As the plot in
the top of Fig. 10 shows, there are more pickups at La Guardia than at
JFK on most days. Another interesting question is where passengers
go. The choropleth (Fig. 10 top) that highlights NYC neighborhoods,
shows that most people go to Midtown (the darkest region), followed
by the Upper West Side.

By hovering the mouse over a neighborhood, the system displays
the exact number of trips ending in that neighborhood. We can also ob-
tain more fine-grained information about the exact dropoff locations—
the popular destinations, using a heat map.

In order to study the movement patterns for airports and train sta-
tions, we can group them (Fig. 10 bottom) . We select the regions
around Penn Station and Grand Central, and group them using the
Group/Ungroup button (note the two green outlines); we also group
the trips that start at the airports (blue outline). Immediately, the plot
is updated to show the number of pickups in the two regions. Note
that there are many more pickups around the train stations. Another
interesting observation is that the number of trips originating at the
train stations remains roughly constant from Monday through Thurs-
day, and starts to decrease on Friday, hitting a low on Saturday. This
reflects the behavior of many commuters who go to the City during
the week, but not on weekends. Note that, while in this example we
have focused on pickups, i.e., people arriving, it is easy to also study
dropoffs. Starting from the map view shown in Fig. 10, we can simply
select the airport and train regions (by double-clicking on them), and
then click on the “Dropoff” button.

Using the summary view, we can further explore features of the
selected trips. For example, by examining the average cost of trip per

Fig. 10. Comparing movement across NYC transportation hubs. On the
top, we examine trips starting at the two major airports in NYC: JFK and
La Guardia. In the bottom, we refine the query to compare trips starting
at the airports with trips starting at the train stations, Penn Station and
Grand Central.

mile, we can see that it is higher within Manhattan. This provides
an incentive for taxi companies to stay within Manhattan and avoid
trips to the airport. Note that while it is illegal for taxis to reject rides,
this is a common practice when the destination is JFK.2 This problem
is accentuated during rush hour on weekdays, when trips take much
longer (see Fig. 1) and lead to a potential reduction in revenue.

6.3 Studying Behavior over Time
Taxi Demand Patterns. Studying how taxi demand varies over time
can be useful to understand city dynamics. For taxi companies, this
information can help in decision making, both to schedule driver shifts
and maximize profits. To simplify the process of comparing multiple
times slices, TaxiVis provides a time space exploration mechanism.
The user first selects the time slices of interest. This can be done using
the time selection widgets (Fig. 5). In the regular selection mode, the
slices are selected by specifying a time range, a step size (e.g. an hour,
a day, a week), and the number of steps. In the recurrent selection
mode, the list of time ranges is already expressed and generated by
the widget. For example, by selecting 2011, May and Sunday, 5 times
ranges are returned–each corresponding to a Sunday in the month of
May, 2011. Given a list of time ranges, the result of a time space
exploration is a multi-view visualization displaying one map per time
interval, and a data summary view that aggregates the results for the
time intervals. Each map view and plot line is associated with a color
assigned to its time range. This is illustrated in Fig. 11. Here, we
examined all Mondays in May 2011 and May 2012. The number of
trips for the two years is very similar, including the significant drop

2http://cityroom.blogs.nytimes.com/2011/02/24/taxi-panel-focuses-on-
destination-discrimination.

NYC Taxi Data: Region analysis
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Fig. 9: Ball and fielder trajectories vary for hits that arise from differ-
ent pitch types.

on hitter characteristics, pitch types, and weather conditions. With
Baseball4D, we show that full-field tracking presents opportunities to
continue both aggregation and filtering for other parts of the game,
including hit trajectories, fielding, and baserunning. In addition, this
filtering can be extended to utilize pitch information as well as the
other game characteristics.

One feature that Baseball4D provides is the opportunity to selec-
tively view and analyze multiple plays at once. Coaches and players
often watch video to improve their own play or scout their opponents.
For example, an analyst might view a set of ground balls hit to the
shortstop and notice that when he moves to his left, his throws to first
base tend to more accurate than when he moves to his right. We could
also time-shift plays so that we could see balls as they are caught to
evaluate the different trajectories and speeds. Figure 1 (right) shows
how Baseball4D can present both multiple hits by the same batter and
multiple plays by the same fielder.

As with pitch data, we can aggregate all plays to generate heatmaps
of hit ball trajectories. The heat map shown in Figure 7, for example,
shows all hits and suggests that the 3rd baseman and the shortstop field
most of the hits, perhaps suggesting a larger number of right-handed at
bats. However, further investigations might combine this aggregation
with filtering to confirm differences between left- and right-handed
batters or differences between pitchers. Such selection allows more
fine-grained analysis and presents the opportunity to find new correla-
tions between aspects of the game.

One interesting direction that uses filtering is to combine pitch char-
acteristics with hit ball trajectories and fielder trajectories. If a man-
ager wants to induce a double-play, for example, he may signal in a
particular type of pitch. Analysis of the hit trajectories of that type of

Fig. 10: A data-based partition of which regions a particular fielder is
responsible for. Each field point is assigned to the player that made the
most catches in that location during the 2013 season. The availability
of actual fielding data may help to determine the regions each player
is responsible for.

pitch might enhance the understanding of how effective such strate-
gies are. Note that a successful double-play depends on the quality of
the pitch, the hitter’s decision, the ball trajectory, the fielders’ initial
positions, the baserunners’ movements, and the execution of all of the
fielders’ throws. Thus, understanding hit ball trajectories and fielder
movements for different pitch types (see Figure 9) presents a step to-
ward improving our understanding of such complicated plays. In the
figures, heat maps show the outcomes of different pitch types, and
spray charts show the trajectories of the balls and fielders. Both visu-
alizations may be also filtered by other gameplay attributes including
the pitcher name, the batter name, the game, inning, number of outs,
pitch result, and pre-pitch balls and strikes.

6.3 True Defensive Range: Expanding Defensive Metrics
Despite the large number of statistics that allow in-depth analysis of
pitching and hitting, it has been much more difficult to evaluate perfor-
mance once the ball is in play. Often, the number of errors is the only
measure available to compare fielding performance. Perhaps some
evaluations can be made based on number of outs versus times the
ball was hit to a particular region the player was responsible for, but
these statistics often lack information about where the ball landed or
if the player was positioned according to a particular strategy (e.g., to
take away potential extra-base hits). With the reconstruction of entire
gameplays, we can compute defensive metrics that evaluate a player’s
fielding performance. Not only can we see where the ball is hit to but
also the speed with which a fielder reacts.

The measurement of defensive skills has been significantly im-
proved in recent years. Defensive metrics can be derived from both
defensive events (putout, assists, errors, total chances) and fielding in-
formation. The latter has proven to be more a reliable indicator of the
fielding ability, but suffers from the lack of accurate data on batted
balls (this data is only available since 1989) and players’ positions.
The early tracking approaches (such as the zone rating of STATS Inc.
and Baseball Info Solutions) were based on a discretization of the field
into zones. The zones helped the reporters (zone rating operators) to
visually determine where the ball landed and what player was sup-
posed to field it (zones were assigned to specific players). The assign-
ment of zones to specific fielders was put to discussion later, however,
and the new data shows that players’ zones may overlap significantly
on the field (see, e.g., Figure 10).

With new tracking abilities, we can better track fielding perfor-
mance, and this has already led to more discussion and new metrics
about defensive skills. Greg Rybarczyk has proposed a measure of

Baseball Data
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also the speed with which a fielder reacts.

The measurement of defensive skills has been significantly im-
proved in recent years. Defensive metrics can be derived from both
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and Baseball Info Solutions) were based on a discretization of the field
into zones. The zones helped the reporters (zone rating operators) to
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on the field (see, e.g., Figure 10).

With new tracking abilities, we can better track fielding perfor-
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distributed environment; and support flexible and dynamic data structures. Data
acquisition is further detailed in this chapter.

Data Analysis is concerned with making the raw data acquired amenable to use in
decision-making as well as domain-specific usage. Data analysis involves explor-
ing, transforming, and modelling data with the goal of highlighting relevant data,
synthesising and extracting useful hidden information with high potential from a
business point of view. Related areas include data mining, business intelligence,
and machine learning. Chapter 4 covers data analysis.

Data Curation is the active management of data over its life cycle to ensure it
meets the necessary data quality requirements for its effective usage (Pennock
2007). Data curation processes can be categorised into different activities such as
content creation, selection, classification, transformation, validation, and preserva-
tion. Data curation is performed by expert curators that are responsible for improv-
ing the accessibility and quality of data. Data curators (also known as scientific
curators, or data annotators) hold the responsibility of ensuring that data are
trustworthy, discoverable, accessible, reusable, and fit their purpose. A key trend
for the curation of big data utilises community and crowd sourcing approaches
(Curry et al. 2010). Further analysis of data curation techniques for big data is
provided in Chap. 5.

Data Storage is the persistence and management of data in a scalable way that
satisfies the needs of applications that require fast access to the data. Relational
Database Management Systems (RDBMS) have been the main, and almost unique,
solution to the storage paradigm for nearly 40 years. However, the ACID
(Atomicity, Consistency, Isolation, and Durability) properties that guarantee data-
base transactions lack flexibility with regard to schema changes and the perfor-
mance and fault tolerance when data volumes and complexity grow, making them
unsuitable for big data scenarios. NoSQL technologies have been designed with the
scalability goal in mind and present a wide range of solutions based on alternative
data models. A more detailed discussion of data storage is provided in Chap. 6.

Data
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Data
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Data
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Data
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Data
Usage
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• Event processing
• Sensor networks
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Fig. 3.1 The Big Data Value Chain as described within (Curry et al. 2014)
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6F INDINGS

we got about the future of the data science, 

the most salient takeaway was how excited our 

respondents were about the evolution of the 

ĆHOG��7KH\�FLWHG�WKLQJV�LQ�WKHLU�RZQ�SUDFWLFH��KRZ�

they saw their jobs getting more interesting and 

less repetitive, all while expressing a real and 

broad enthusiasm about the value of the work in 

their organization. 

$V�GDWD�VFLHQFH�EHFRPHV�PRUH�FRPPRQSODFH�DQG�

VLPXOWDQHRXVO\�D�ELW�GHP\VWLĆHG��ZH�H[SHFW�WKLV

WUHQG�WR�FRQWLQXH�DV�ZHOO��$IWHU�DOO��ODVW�\HDUèV�

respondents were just as excited about their 

ZRUN��DERXW�����ZHUH�êVDWLVĆHGë�RU�EHWWHU��

How a Data Scientist Spends Their Day

+HUHèV�ZKHUH�WKH�SRSXODU�YLHZ�RI�GDWD�VFLHQWLVWV�GLYHUJHV�SUHWW\�VLJQLĆFDQWO\�IURP�UHDOLW\��*HQHUDOO\��

ZH�WKLQN�RI�GDWD�VFLHQWLVWV�EXLOGLQJ�DOJRULWKPV��H[SORULQJ�GDWD��DQG�GRLQJ�SUHGLFWLYH�DQDO\VLV��7KDWèV�

actually not what they spend most of their time doing, however.

     

$V�\RX�FDQ�VHH�IURP�WKH�FKDUW�DERYH����RXW�RI�HYHU\���GDWD�VFLHQWLVWV�ZH�VXUYH\HG�DFWXDOO\�VSHQG�WKH�

PRVW�WLPH�FOHDQLQJ�DQG�RUJDQL]LQJ�GDWD��<RX�PD\�KDYH�KHDUG�WKLV�UHIHUUHG�WR�DV�êGDWD�ZUDQJOLQJë�RU�

FRPSDUHG�WR�GLJLWDO�MDQLWRU�ZRUN��(YHU\WKLQJ�IURP�OLVW�YHULĆFDWLRQ�WR�UHPRYLQJ�FRPPDV�WR�GHEXJJLQJ�

databases–that time adds up and it adds up immensely. Messy data is by far the more time- consuming 

DVSHFW�RI�WKH�W\SLFDO�GDWD�VFLHQWLVWèV�ZRUN�ćRZ��$QG�QHDUO\�����VDLG�WKH\�VLPSO\�VSHQW�WRR�PXFK

time doing it.

Data scientist job satisfaction
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How do data scientists spend their time?
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Why That’s a Problem

6LPSO\�SXW��GDWD�ZUDQJOLQJ�LVQèW�IXQ��,W�WDNHV�IRUHYHU��,Q�IDFW��D�IHZ�\HDUV�EDFN��WKH�1HZ�<RUN�7LPHV

HVWLPDWHG�WKDW�XS�WR�����RI�D�GDWD�VFLHQWLVWèV�WLPH�LV�VSHQW�GRLQJ�WKLV�VRUW�RI�ZRUN�

Here, it’s necessary to point out that data cleaning is incredibly important. You can’t do the sort of 

ZRUN�GDWD�VFLHQWLVWV�WUXO\�HQMR\�GRLQJ�ZLWK�PHVV\�GDWD��,W�QHHGV�WR�EH�FOHDQHG��ODEHOHG��DQG�HQULFKHG�

before you can trust the output.

7KH�SUREOHP�KHUH�LV�WZR�IROG��2QH��GDWD�VFLHQWLVWV�VLPSO\�GRQèW�OLNH�GRLQJ�WKLV�NLQG�RI�ZRUN��DQG�

as mentioned, this kind of work takes up most of their time. We asked our respondents what

was the least enjoyable part of their job.

They had this to say:

1RWH�KRZ�WKRVH�ODVW�WZR�FKDUWV�PLUURU�HDFK�RWKHU��7KH�WKLQJV�GDWD�VFLHQWLVWV�GR�PRVW�DUH�WKH

things they enjoy least. Last year, we found that respondents far prefer doing the more creative,

LQWHUHVWLQJ�SDUWV�RI�WKHLU�MRE��WKLQJV�OLNH�SUHGLFWLYH�DQDO\VLV�DQG�PLQLQJ�GDWD�IRU�SDWWHUQV��7KDWèV

where the real value comes. But again, you simply can’t do that work unless the data is properly

ODEHOHG��$QG�QRERG\�OLNHV�ODEHOLQJ�GDWD�

Do Data Scientists Have What They Need?

:LWK�D�VKRUWDJH�RI�GDWD�VFLHQWLVWV�RXW�WKHUH�LQ�WKH�ZRUOG��ZH�ZDQWHG�WR�ĆQG�RXW�LI�WKH\�WKRXJKW

WKH\�ZHUH�SURSHUO\�VXSSRUWHG�LQ�WKHLU�MRE��$IWHU�DOO��ZKHQ�\RX�QHHG�PRUH�GDWD�VFLHQWLVWV��\RXèOO

RIWHQ�ĆQG�D�VLQJOH�SHUVRQ�GRLQJ�WKH�ZRUN�RI�VHYHUDO�

       Building training sets: 10%

       Cleaning and organizing data: 57%

       Collecting data sets: 21%

       Mining data for patterns: 3%

�������5HĆQLQJ�DOJRULWKPV����

       Other: 5%

57%

21%

10%

5%
4%3% �,!;Z9�;,'�£'!9;�'2/3@!#£'�6!8;�3(�&!;!�9$-'2$'S

What do they like doing?

 12

[CrowdFlower Data Science Report, 2016]

http://visit.crowdflower.com/rs/416-ZBE-142/images/CrowdFlower_DataScienceReport_2016.pdf
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Example: Compare public transit in Chicago and NYC
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40350 UIC-Halsted 01/01/2001 U 273

41130 Halsted-Orange 01/01/2001 U 306

40760 Granville 01/01/2001 U 1,059

40070 Jackson/Dearborn 01/01/2001 U 649

40090 Damen-Brown 01/01/2001 U 411

40590 Damen/Milwaukee 01/01/2001 U 870

40720 East 63rd-Cottage Grove 01/01/2001 U 391

41260 Austin-Lake 01/01/2001 U 399

40230 Cumberland 01/01/2001 U 788

41120 35-Bronzeville-IIT 01/01/2001 U 448

40810 Medical Center 01/01/2001 U 479

40330 Grand/State 01/01/2001 U 2,542

41050 Linden 01/01/2001 U 176

40140 Skokie 01/01/2001 U 0

40450 95th/Dan Ryan 01/01/2001 U 3,948

40400 Noyes 01/01/2001 U 72

40150 Pulaski-Cermak 01/01/2001 U 0

40690 Dempster 01/01/2001 U 177

40460 Merchandise Mart 01/01/2001 U 185

40840 South Boulevard 01/01/2001 U 202

41280 Jefferson Park 01/01/2001 U 1,302

40130 51st 01/01/2001 U 364

40870 Francisco 01/01/2001 U 196

40710 Chicago/Franklin 01/01/2001 U 384

40740 Western-Cermak 01/01/2001 U 0

40550 Irving Park-O'Hare 01/01/2001 U 731

41500 Montrose-Brown 01/01/2001 U 338

41040 Kedzie-Cermak 01/01/2001 U 0

station_id  ! stationname  ! date "  ! daytype  ! rides  !

# Previous Next $ Showing Rows 1-100 out of 962,546

Public Transit Ridership Data
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C/A,UNIT,SCP,STATION,LINENAME,DIVISION,DATE,TIME,DESC,ENTRIES,EXITS                                                               
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/04/2020,03:00:00,REGULAR,0007331213,0002484849                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/04/2020,07:00:00,REGULAR,0007331224,0002484861                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/04/2020,11:00:00,REGULAR,0007331281,0002484936                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/04/2020,15:00:00,REGULAR,0007331454,0002485014                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/04/2020,19:00:00,REGULAR,0007331759,0002485106                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/04/2020,23:00:00,REGULAR,0007331951,0002485166                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/05/2020,03:00:00,REGULAR,0007331997,0002485182                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/05/2020,07:00:00,REGULAR,0007332007,0002485190                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/05/2020,11:00:00,REGULAR,0007332052,0002485249                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/05/2020,15:00:00,REGULAR,0007332197,0002485308                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/05/2020,19:00:00,REGULAR,0007332405,0002485369                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/05/2020,23:00:00,REGULAR,0007332543,0002485396                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/06/2020,03:00:00,REGULAR,0007332566,0002485402                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/06/2020,07:00:00,REGULAR,0007332574,0002485431                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/06/2020,11:00:00,REGULAR,0007332705,0002485725                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/06/2020,15:00:00,REGULAR,0007332892,0002485801                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/06/2020,19:00:00,REGULAR,0007333645,0002485891                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/06/2020,23:00:00,REGULAR,0007333879,0002485925                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/07/2020,03:00:00,REGULAR,0007333906,0002485935                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/07/2020,07:00:00,REGULAR,0007333921,0002485986                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/07/2020,11:00:00,REGULAR,0007334052,0002486261                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/07/2020,15:00:00,REGULAR,0007334252,0002486319                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/07/2020,19:00:00,REGULAR,0007335008,0002486391                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/07/2020,23:00:00,REGULAR,0007335258,0002486432                                            
A002,R051,02-00-00,59 
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Cool Machine Learning Model & Pretty Visualizations
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[C. Bronner (left), Chicago Business (right)]

https://chrisbronner.com/2018/06/28/new-york-city-subway-data/
https://www.chicagobusiness.com/article/20170114/ISSUE01/301079999/chicago-transit-authority-bus-ridership-on-the-decline


D. Koop, CSCI 490/680, Spring 2020

40350 UIC-Halsted 01/01/2001 U 273

41130 Halsted-Orange 01/01/2001 U 306

40760 Granville 01/01/2001 U 1,059

40070 Jackson/Dearborn 01/01/2001 U 649

40090 Damen-Brown 01/01/2001 U 411

40590 Damen/Milwaukee 01/01/2001 U 870

40720 East 63rd-Cottage Grove 01/01/2001 U 391

41260 Austin-Lake 01/01/2001 U 399

40230 Cumberland 01/01/2001 U 788

41120 35-Bronzeville-IIT 01/01/2001 U 448

40810 Medical Center 01/01/2001 U 479

40330 Grand/State 01/01/2001 U 2,542

41050 Linden 01/01/2001 U 176

40140 Skokie 01/01/2001 U 0

40450 95th/Dan Ryan 01/01/2001 U 3,948

40400 Noyes 01/01/2001 U 72

40150 Pulaski-Cermak 01/01/2001 U 0

40690 Dempster 01/01/2001 U 177

40460 Merchandise Mart 01/01/2001 U 185

40840 South Boulevard 01/01/2001 U 202

41280 Jefferson Park 01/01/2001 U 1,302

40130 51st 01/01/2001 U 364

40870 Francisco 01/01/2001 U 196

40710 Chicago/Franklin 01/01/2001 U 384

40740 Western-Cermak 01/01/2001 U 0

40550 Irving Park-O'Hare 01/01/2001 U 731

41500 Montrose-Brown 01/01/2001 U 338

41040 Kedzie-Cermak 01/01/2001 U 0

station_id  ! stationname  ! date "  ! daytype  ! rides  !

# Previous Next $ Showing Rows 1-100 out of 962,546

Wait… how do we actually get those results?
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C/A,UNIT,SCP,STATION,LINENAME,DIVISION,DATE,TIME,DESC,ENTRIES,EXITS                                                               
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/04/2020,03:00:00,REGULAR,0007331213,0002484849                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/04/2020,07:00:00,REGULAR,0007331224,0002484861                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/04/2020,11:00:00,REGULAR,0007331281,0002484936                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/04/2020,15:00:00,REGULAR,0007331454,0002485014                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/04/2020,19:00:00,REGULAR,0007331759,0002485106                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/04/2020,23:00:00,REGULAR,0007331951,0002485166                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/05/2020,03:00:00,REGULAR,0007331997,0002485182                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/05/2020,07:00:00,REGULAR,0007332007,0002485190                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/05/2020,11:00:00,REGULAR,0007332052,0002485249                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/05/2020,15:00:00,REGULAR,0007332197,0002485308                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/05/2020,19:00:00,REGULAR,0007332405,0002485369                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/05/2020,23:00:00,REGULAR,0007332543,0002485396                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/06/2020,03:00:00,REGULAR,0007332566,0002485402                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/06/2020,07:00:00,REGULAR,0007332574,0002485431                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/06/2020,11:00:00,REGULAR,0007332705,0002485725                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/06/2020,15:00:00,REGULAR,0007332892,0002485801                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/06/2020,19:00:00,REGULAR,0007333645,0002485891                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/06/2020,23:00:00,REGULAR,0007333879,0002485925                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/07/2020,03:00:00,REGULAR,0007333906,0002485935                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/07/2020,07:00:00,REGULAR,0007333921,0002485986                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/07/2020,11:00:00,REGULAR,0007334052,0002486261                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/07/2020,15:00:00,REGULAR,0007334252,0002486319                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/07/2020,19:00:00,REGULAR,0007335008,0002486391                                            
A002,R051,02-00-00,59 
ST,NQR456W,BMT,01/07/2020,23:00:00,REGULAR,0007335258,0002486432                                            
A002,R051,02-00-00,59 
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Processing the data
• Data Ingestion 
- Need to understand format of the data 
- Need to understand what the data is (types and semantics) 

• Data Wrangling 
- Get the data into a meaningful state 
- Check for errors in the data 
- Check for missing data and deal with it 

• Data Integration 
- Make it so we can actually compare the data 
- Put the datasets together
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Then… Machine Learning Models & Pretty Visualizations
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[C. Bronner (left), Chicago Business (right)]

https://chrisbronner.com/2018/06/28/new-york-city-subway-data/
https://www.chicagobusiness.com/article/20170114/ISSUE01/301079999/chicago-transit-authority-bus-ridership-on-the-decline
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Lots of topics related to this
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Finding & Discovering Data (even data you already have!)

 20

[S. Dewan]

https://www.grazitti.com/blog/data-lake-vs-data-warehouse-which-one-should-you-go-for/


D. Koop, CSCI 490/680, Spring 2020

Data Wrangling

 21

[Y. He et al., 2018]

Transform-Data-by-Example (TDE):
Extensible Data Transformation in Excel
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Surajit Chaudhuri1, Xu Chu2, Yudian Zheng3
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ABSTRACT
Business analysts and data scientists today increasingly need to
clean, standardize and transform diverse data sets, such as name,
address, date time, phone number, etc., before they can perform
analysis. These ad-hoc transformation problems are typically solved
by one-o� scripts, which is both di�cult and time-consuming.

Our observation is that these domain-speci�c transformation
problems have long been solved by developers with code libraries,
which are often shared in places like GitHub. We thus develop an
extensible data transformation system called Transform-Data-by-
Example (TDE) that can leverage rich transformation logic in source
code, DLLs, web services and mapping tables, so that end-users
only need to provide a few (typically 3) input/output examples, and
TDE can synthesize desired programs using relevant transformation
logic from these sources. The beta version of TDE was released in
O�ce Store for Excel.

ACM Reference Format:
Yeye He1, Kris Ganjam1, Kukjin Lee1, YueWang1, Vivek Narasayya1, Surajit
Chaudhuri1, Xu Chu2, Yudian Zheng3 . 2018. Transform-Data-by-Example
(TDE): Extensible Data Transformation in Excel. In SIGMOD’18: 2018 Interna-
tional Conference onManagement of Data, June 10–15, 2018, Houston, TX, USA.
ACM, New York, NY, USA, 4 pages. https://doi.org/10.1145/3183713.3193539

1 INTRODUCTION
Users such as business analysts and data scientists today regularly
perform ad-hoc analysis using diverse data sets, which however of-
ten need to be prepared (a multi-step process that typically involves
clean, transform, and join, among other things), before analysis
can be performed. This is di�cult and time-consuming for end-
users – studies suggest that users spend up to 80% of time on data
preparation [8].

There is increasing momentum in the industry towards self-
service data preparation [9], where the key objective is to build

2, 3: Work done at Microsoft Research.
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ACM ISBN 978-1-4503-4703-7/18/06. . . $15.00
https://doi.org/10.1145/3183713.3193539

Figure 1: A sales data set with heterogeneous data values.

intelligent systems that enable business analysts and data scientists
to prepare ad-hoc data sets themselves without needing help from
IT sta�. This, if realized, holds the potential to democratize data
analytics for a wide spectrum of users who often lack technical
skills like scripting. Gartner reckons this fast growing market to
be worth over $1 billion by 2019 [9]. In this work we focus on self-
service data transformation, which is a major component in data
preparation [9].

Figure 1 gives a concrete example for data transformation. This
sales data set has information such as transaction dates, customer
names, their phone numbers and addresses, etc. However, values in
same columns are highly heterogeneous, which can often happen
when data is collected from di�erent sources, or when values are
manually entered. In this example, date values in the �rst column
have many di�erent formats. In the second column, some customer
names are �rst-name followed by last-name, while others are last-
name followed by comma and �rst-name, with various optional
salutations (Mr., Dr., etc.) and su�xes (III, Jr., etc.). Similarly, phone
number and address columns are also highly inconsistent.

This data set is obviously not ready for analysis yet – an analyst
wanting to �gure out which day-of-the-week (Mon, Tue, etc.) has
the most sales, for instance, cannot �nd that out by executing a
SQL query or a pivot table using this data, as day-of-the-week is
missing from the input. However, deriving day-of-the-week from
date strings is non-trivial even for programmers, and the hetero-
geneity of date values only adds to the complexity. Similarly, the
analyst may want to analyze sales with a group-by on area code
from phone-numbers, or zip-code from addresses, both of which
again require di�cult data transformations.

Our observation is that these domain-speci�c transformation
problems like date-time parsing and address standardization have
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Figure 2: TDE transformation for date-time. (Left): input data is in column-C, user provides two desired output examples in
column-D. (Right): After clicking on the “Get Transformation” button, TDE searches over thousands of functions to compose
new programs whose output are consistent with the given examples. Within a few seconds, a ranked list of programs are
returned in the right pane. Hovering over the �rst program (using System.DateTime.Parse from .Net) gives a preview of all
results (shaded in green).

Figure 3: (Left): transformation for names. The �rst three values in column-D are provided as output examples. The desired
�rst-names and last-names are marked in bold for ease of reading. A composed program using library CSharpNameParser
from GitHub is returned. (Right): transformations for addresses. The �rst three values are provided as examples to produce
city, state, and zip-code as output. Note that some of these info are missing from the input. A program invoking Bing Maps
API is returned as the top result.

existed for decades – developers traditionally build custom code li-
braries to solve them, and share their code in places like GitHub and
StackOver�ow. In a recent crawl, we extracted over 1.8M functions
from code libraries crawled at GitHub, and over 2M code snippets
extracted from pages on StackOver�ow.

We have built a production-quality data-transformation engine
called Transform-Data-by-Example (TDE) that can index rich trans-
formation logic from sources such as code, to allow users to search
and reuse existing transformation logic. The front-end of TDE is an
Excel add-in, currently in beta release at O�ce Store [4]. We choose
Excel as the front-end to allow end-users stay in their familiar Excel
environment without switching.

Unique Features. The TDE system has the following features
that we believe are important �rst steps to realize the vision of
self-service data transformation. (More details of the system can be
found in a full research article [11]).
• Search-by-Example. TDE allows end-users to search transforma-
tions by examples, a paradigm known as program-by-example
(PBE) [14], �rst used in FlashFill [10] for data transformation. Com-
pared to existing PBE systems such as FlashFill that compose results
using a small number of string primitivies, TDE synthesizes pro-
grams from a much larger space of arbitrary program functions
and mapping tables [17]. We develop novel algorithms to make this

feasible at an interactive speed, with just a few (typically three)
input/output examples.
• Program Synthesis. Since existing functions rarely produce the
exact output speci�ed by users, TDE automatically synthesizes new
programs, sometimes with multiple functions, to exactly match
target output, all within just a few seconds. Expert-users have the
option to inspect the synthesized programs to ensure correctness.
• Head-domain Support. We have built an instance of TDE that
indexes over 50K functions from GitHub that can already han-
dle many head and tail domains, such as date-time, person-name,
phone-number, us-address, url, unit-conversion, etc. Many of these
transformations cannot be handled by any existing system.
• Extensibility. Although TDE can already support many important
domains out of the box, there will be diverse application domains
where TDE has no built-in support as it has not encountered and
crawled relevant functions from such domains. TDE is therefore
designed to be extensible – users can simply point TDE to their
domain-speci�c source code, DLLs, web services, and mapping
tables, the transformation logic in these resources will be automati-
cally extracted, and made immediately search-able. The way TDE
works is just like a search engine “indexing” a new document.

2 DEMO SCENARIOS
Given the raw data set in Figure 1, a user would like to transform
this data in order to perform analysis. Suppose she wants to �nd
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Figure 2: TDE transformation for date-time. (Left): input data is in column-C, user provides two desired output examples in
column-D. (Right): After clicking on the “Get Transformation” button, TDE searches over thousands of functions to compose
new programs whose output are consistent with the given examples. Within a few seconds, a ranked list of programs are
returned in the right pane. Hovering over the �rst program (using System.DateTime.Parse from .Net) gives a preview of all
results (shaded in green).

Figure 3: (Left): transformation for names. The �rst three values in column-D are provided as output examples. The desired
�rst-names and last-names are marked in bold for ease of reading. A composed program using library CSharpNameParser
from GitHub is returned. (Right): transformations for addresses. The �rst three values are provided as examples to produce
city, state, and zip-code as output. Note that some of these info are missing from the input. A program invoking Bing Maps
API is returned as the top result.

existed for decades – developers traditionally build custom code li-
braries to solve them, and share their code in places like GitHub and
StackOver�ow. In a recent crawl, we extracted over 1.8M functions
from code libraries crawled at GitHub, and over 2M code snippets
extracted from pages on StackOver�ow.

We have built a production-quality data-transformation engine
called Transform-Data-by-Example (TDE) that can index rich trans-
formation logic from sources such as code, to allow users to search
and reuse existing transformation logic. The front-end of TDE is an
Excel add-in, currently in beta release at O�ce Store [4]. We choose
Excel as the front-end to allow end-users stay in their familiar Excel
environment without switching.

Unique Features. The TDE system has the following features
that we believe are important �rst steps to realize the vision of
self-service data transformation. (More details of the system can be
found in a full research article [11]).
• Search-by-Example. TDE allows end-users to search transforma-
tions by examples, a paradigm known as program-by-example
(PBE) [14], �rst used in FlashFill [10] for data transformation. Com-
pared to existing PBE systems such as FlashFill that compose results
using a small number of string primitivies, TDE synthesizes pro-
grams from a much larger space of arbitrary program functions
and mapping tables [17]. We develop novel algorithms to make this

feasible at an interactive speed, with just a few (typically three)
input/output examples.
• Program Synthesis. Since existing functions rarely produce the
exact output speci�ed by users, TDE automatically synthesizes new
programs, sometimes with multiple functions, to exactly match
target output, all within just a few seconds. Expert-users have the
option to inspect the synthesized programs to ensure correctness.
• Head-domain Support. We have built an instance of TDE that
indexes over 50K functions from GitHub that can already han-
dle many head and tail domains, such as date-time, person-name,
phone-number, us-address, url, unit-conversion, etc. Many of these
transformations cannot be handled by any existing system.
• Extensibility. Although TDE can already support many important
domains out of the box, there will be diverse application domains
where TDE has no built-in support as it has not encountered and
crawled relevant functions from such domains. TDE is therefore
designed to be extensible – users can simply point TDE to their
domain-speci�c source code, DLLs, web services, and mapping
tables, the transformation logic in these resources will be automati-
cally extracted, and made immediately search-able. The way TDE
works is just like a search engine “indexing” a new document.

2 DEMO SCENARIOS
Given the raw data set in Figure 1, a user would like to transform
this data in order to perform analysis. Suppose she wants to �nd
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Figure 2: TDE transformation for date-time. (Left): input data is in column-C, user provides two desired output examples in
column-D. (Right): After clicking on the “Get Transformation” button, TDE searches over thousands of functions to compose
new programs whose output are consistent with the given examples. Within a few seconds, a ranked list of programs are
returned in the right pane. Hovering over the �rst program (using System.DateTime.Parse from .Net) gives a preview of all
results (shaded in green).

Figure 3: (Left): transformation for names. The �rst three values in column-D are provided as output examples. The desired
�rst-names and last-names are marked in bold for ease of reading. A composed program using library CSharpNameParser
from GitHub is returned. (Right): transformations for addresses. The �rst three values are provided as examples to produce
city, state, and zip-code as output. Note that some of these info are missing from the input. A program invoking Bing Maps
API is returned as the top result.

existed for decades – developers traditionally build custom code li-
braries to solve them, and share their code in places like GitHub and
StackOver�ow. In a recent crawl, we extracted over 1.8M functions
from code libraries crawled at GitHub, and over 2M code snippets
extracted from pages on StackOver�ow.

We have built a production-quality data-transformation engine
called Transform-Data-by-Example (TDE) that can index rich trans-
formation logic from sources such as code, to allow users to search
and reuse existing transformation logic. The front-end of TDE is an
Excel add-in, currently in beta release at O�ce Store [4]. We choose
Excel as the front-end to allow end-users stay in their familiar Excel
environment without switching.

Unique Features. The TDE system has the following features
that we believe are important �rst steps to realize the vision of
self-service data transformation. (More details of the system can be
found in a full research article [11]).
• Search-by-Example. TDE allows end-users to search transforma-
tions by examples, a paradigm known as program-by-example
(PBE) [14], �rst used in FlashFill [10] for data transformation. Com-
pared to existing PBE systems such as FlashFill that compose results
using a small number of string primitivies, TDE synthesizes pro-
grams from a much larger space of arbitrary program functions
and mapping tables [17]. We develop novel algorithms to make this

feasible at an interactive speed, with just a few (typically three)
input/output examples.
• Program Synthesis. Since existing functions rarely produce the
exact output speci�ed by users, TDE automatically synthesizes new
programs, sometimes with multiple functions, to exactly match
target output, all within just a few seconds. Expert-users have the
option to inspect the synthesized programs to ensure correctness.
• Head-domain Support. We have built an instance of TDE that
indexes over 50K functions from GitHub that can already han-
dle many head and tail domains, such as date-time, person-name,
phone-number, us-address, url, unit-conversion, etc. Many of these
transformations cannot be handled by any existing system.
• Extensibility. Although TDE can already support many important
domains out of the box, there will be diverse application domains
where TDE has no built-in support as it has not encountered and
crawled relevant functions from such domains. TDE is therefore
designed to be extensible – users can simply point TDE to their
domain-speci�c source code, DLLs, web services, and mapping
tables, the transformation logic in these resources will be automati-
cally extracted, and made immediately search-able. The way TDE
works is just like a search engine “indexing” a new document.

2 DEMO SCENARIOS
Given the raw data set in Figure 1, a user would like to transform
this data in order to perform analysis. Suppose she wants to �nd
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Data Wrangling
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[Trifacta]

http://www.trifacta.com
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Data Cleaning/Standardization (Aliases)
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[NLP Publishing Stats, M. Rei & R. Allen] 

'google brain resident': 'google', 
'google brain': 'google', 
'google inc': 'google', 
'google inc.':'google', 
'google research nyc': 'google', 
'google research': 'google', 
'google, inc.': 'google’, 
'deepmind @ google': 'deepmind', 
'deepmind technologies': 'deepmind', 
'google deepmind': 'deepmind’, 

'ibm research - china':'ibm', 
'ibm research':'ibm', 
'ibm research, ny':'ibm', 
'ibm research, usa':'ibm', 
'ibm t. j. watson research center':'ibm', 
'ibm t. j. watson research':'ibm', 
'ibm t.j watson research center':'ibm', 
'ibm t.j. watson research center':'ibm', 
'ibm t.j.watson research center':'ibm', 
'ibm thomas j. watson research center':'ibm', 
'ibm tj watson research center':'ibm', 

'microsoft research cambridge':'microsoft', 
'microsoft research india':'microsoft', 
'microsoft research maluuba':'microsoft', 
'microsoft research new england':'microsoft', 
'microsoft research':'microsoft', 
'microsoft research, redmond, w':'microsoft', 
'microsoft research, redmond, wa':'microsoft', 
'miicrosoft research':'microsoft',
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https://medium.com/machine-learning-in-practice/nips-accepted-papers-stats-26f124843aa0
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Data Integration
• Google Thinks I’m Dead 

(I know otherwise.) [R. Abrams, 
NYTimes, 2017] 

• Not only Google, but also Alexa: 
- "Alexa replies that Rachel Abrams is 

a sprinter from the Northern 
Mariana Islands (which is true of 
someone else)." 

- "He asks if Rachel Abrams is 
deceased, and Alexa responds yes, 
citing information in the Knowledge 
Graph panel."
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Data Storage
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[V. Wilkinson]

https://openclassrooms.com/en/courses/5671741-design-the-logical-model-of-your-relational-database/6255746-compare-relational-and-nosql-databases
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Data Cubes

 26

[M. K. Hernandez]

https://mkhernandez.wordpress.com/2017/01/21/bi-olap/
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Fig. 7: Using the blog to document processes: A visualization expert
created a series of blog posts to explain the problems found when gen-
erating the visualizations for CMOP.
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Fig. 7: Using the blog to document processes: A visualization expert
created a series of blog posts to explain the problems found when gen-
erating the visualizations for CMOP.
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About Me
• Research Interests 
- Visualization 
- Computational Provenance 
- Geospatial Analysis 

• Research Projects 
- Dataflow Notebooks 
- Geospatial Trajectory Data 
- Provenance for Web Applications 

• See my web page for more information 
- http://faculty.cs.niu.edu/~dakoop/
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About You
• Questionnaire 
- Research Papers? 
- Data Science? 
- Python? 
- Database Experience? 
- Analytics Experience? 
- Cloud Computing Experience? 
- Anything you want to see covered?

 29
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About this course
• Course web page is authoritative: 
- http://faculty.cs.niu.edu/~dakoop/cs680-2020sp 
- Schedule, Readings, Assignments will be posted online 
- Check the web site before emailing me 

• Course is meant to be more "cutting edge" 
- Still focus on building skills related to data management 
- Tune into current research and tools 

• Requires student participation: readings and discussions

 30
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About this course
• Balance of techniques and research ideas 
• Some background (Python) followed by topic areas and readings 
• Programming assignments (~4) 
• Two tests + final exam 
- Please check these dates now 

• Topic areas: 
- Data Acquisition 
- Data Wrangling 
- Data Storage and Access 
- Cloud Storage and Scalable Data Management 
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About this course
• Course Registration: 
- Make sure you have registered for the course 
- Email me if you are not registered but are interested in taking the course 

• Undergraduate (CS 490) and Graduate (CS 680) 
- Grad students have extra reading, exam questions, assignment tasks 

• Review of course policies: 
- Plagiarism and academic honesty 
- If you have any concerns or questions, please email me as soon as possible 

• If you are not sure if this course is a good fit, please email me or talk to me
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Course Material
• Recommended: Python for Data Analysis by 

Wes McKinney, 2nd ed., 2017 
- Good reference for data science topics in 

Python 
- McKinney created the Pandas package 

• Other texts: 
- Intro to Python, Deitel & Deitel 
- Python Data Science Handbook, J. 

VanderPlas 
• Many websites 
• Research papers
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http://www.deitel.com/Books/IntrotoPythonforCSandDS/tabid/3689/Default.aspx
https://github.com/jakevdp/PythonDataScienceHandbook
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Course Material
• Software: 
- Anaconda Python Distribution (https://

www.anaconda.com/distribution/): makes 
installing python and python packages 
easier 

- JupyterLab: Web-based interface for 
interactively writing and executing Python 
code 

- JupyterHub: Access everything through a 
server

 34

https://www.anaconda.com/distribution/
https://www.anaconda.com/distribution/
https://www.anaconda.com/distribution/
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Course Material
• Pandas:  
- Python library for data analysis 
- Many operations available 
- Efficient 

• Trifacta Wrangler
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Office Hours & Email
• Scheduled office hours are open to all students 
- TTh: 1:30pm-2:30pm, or by appointment 

• You do not need an appointment to stop in during scheduled office hours 
• If you need an appointment outside of those times, please email me with 

specific details about what you wish to discuss 
• Many questions can be answered via email. Please do not schedule an 

appointment to ask a question that could be answered via email
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Next Class
• Introduction to/review of Python 
• Download and install anaconda distribution (Python 3.7): 
- https://www.anaconda.com/distribution/
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https://www.anaconda.com/distribution/

