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Human Color Perception
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[via M. Meyer]



D. Koop, CIS 680, Fall 2019

Simulating Color Blindness

�3

[Machado et. al, 2009]
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Color Spaces and Gamuts
• Color space: the organization of all 

colors in space 
- Often human-specific, what we can 

see (e.g. CIELAB) 
• Color gamut: a subset of colors 
- Defined by corners of color space 
- What can be produced on a monitor 

(e.g. using RGB) 
- What can be produced on a printer 

(e.g. using CMYK) 
- The gamut of your monitor != the 

gamut of someone else's or a printer
�4

[Anatomy of a CIE Chromaticity Diagram]

http://dot-color.com/2012/08/14/color-space-confusion/
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Luminance
• HSL does not truly reflect the way we perceive color 
• Even though colors have the same lightness, we perceive their luminance 

differently 
• Our perception (L*) is nonlinear

�5

[Munzner (ill. Maguire), 2014 (based on Stone, 2006)]
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CIELAB

Commonly used in visualizations

Approximately perceptually linear

1 unit Euclidean difference equals 
1 Just Noticeable Difference (JND)

Violations of CIELAB Assumptions
• CIELAB: 
- Approximately perceptually linear 
- 1 unit of Euclidean distance = 1 Just 

Noticeable Difference (JND) 
- JND: people detect change at least 50% of 

the time 
• Assumptions CIELAB makes: 
- Simple world 
- Isolation 
- Geometric

�6

[D. Szafir, 2017]

http://cmci.colorado.edu/visualab/VisColors/17-VIS-ModelingColorDifference.pdf
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http://www.handprint.com/HP/WCL/tech13.html

SIMULTANEOUS CONTRAST
Simultaneous Contrast

�7
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Project Proposal
• Find an interesting subject or dataset 
- see List of lists of datasets [B. Keegan] 

• Understand the data available (format, types, semantics) 
• Figure out some interesting questions and tasks 
• Start brainstorming about visualizations and interactions 
• Inspiration: 
- Information Is Beautiful Awards 
- MBTA Viz 

• Due Friday

�8

http://faculty.cs.niu.edu/~dakoop/cs680-2019fa/project.html#proposal
https://medium.com/information-expositions/list-of-lists-of-datasets-c9bf52370755
https://www.informationisbeautifulawards.com
http://mbtaviz.github.io
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Midterm
• Thursday, October 17 
• Covers material through this week 
• Format: 
- Multiple Choice 
- Free Response (often multi-part) 
- CS 680 students will have extra questions related to the research papers 

discussed

�9
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Colormap
• A colormap specifies a mapping from data values to color 
• Colormap should follow the expressiveness principle 
• Types of colormaps:

�10

[Munzner (ill. Maguire), 2014]

Binary

Diverging

Categorical

Sequential

Categorical

Categorical
Binary

Diverging

Categorical

Sequential

Categorical

Categorical

Binary

Diverging

Categorical

Sequential

Categorical

Categorical
Binary

Diverging

Categorical

Sequential

Categorical

Categorical



D. Koop, CIS 680, Fall 2019

Categorical Colormap Guidelines
• Don't use too many colors (~12) 
• Use other categories or create 

groups if you have too many values!  
• Nameable colors help 
• Be aware of luminance (e.g. 

difference between blue and yellow) 
• Think about other marks you might 

wish to use in the visualization

�11
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Continuous Colormap for Ordered Data

�12

[Bergman et al., 1995]
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Segmented Colormap for Ordered Data

�13

[Bergman et al., 1995]
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(a) Click locations overlaid on the continu-
ous encoding, showing three main regions.
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(b) Number of clicks per region by binning
technique.

Fig. 6: Steepest Task

Fig. 7: A visualization of the spatial frequency of the DEM used in
this study.

binning conditions. We can speculate that different binning techniques
influenced some participants’ incorrect assumptions relating elevation
and steepness; however, future studies are needed to fully understand
these effects.

An additional complicating factor when asking participants to make
judgments of steepness comes from the high spatial frequency of the
gradient magnitude (See Figure 7). In the areas with the greatest gra-
dient magnitude, relatively close points (i.e., only a few pixels apart)
could have vastly different gradient magnitude values. While beyond
the scope of this study, future work should investigate strategies to
account for this.

3.3.5 Lookup and Identify Task
7. Lookup. This task followed the Steepest Point task and asked
participants to report the lowest and highest values adjacent to their
click; thus, accuracy of lowest and highest points were analyzed sep-
arately. For the lowest value, participants were the least accurate us-
ing the continuous encoding, specifically when compared to the 30m
and 40m binnings. Accuracy was calculated by subtracting the re-
ported lower adjacent elevation from the actual lower adjacent ele-
vation, creating an error score in CIELAB space distance. Outliers
> 2SD above the mean were removed (7.8% of trials). A one-way
between-subjects ANOVA, (controlling for reported higher adjacent
elevation), showed there was a significant effect of binning technique,
F(4,451) = 4.418, p = .001,h2

p = .057. The mean error score for
the continuous encoding (M = 134.91,SD= 105.20) was significantly
less accurate than the 30m binning (M = 94.33,SD = 87.21) and 40m
binning (M = 86.20,SD = 82.88), p < .05 (See Figure 8a).

A similar analysis was performed on the reported upper adjacent
elevation. Outliers > 2SD above the mean were removed (2% of tri-
als). There was a significant effect of binning technique on reporting
the upper adjacent elevation, F(4,479) = 2.602, p = .03,h2

p = .044.
However, post hoc Tukey HSD comparisons did not reveal signif-
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Fig. 8: Lookup Task. Error bars (95% CI)

Fig. 9: An example portion of the continuous encoding from the Steep-
ness Compare task, showing Area A and Area B.

icant differences between the conditions at the p < .05 level when
accounting for multiple comparisons. To understand the main ef-
fect of binning, planned contrast codes were generated which com-
pared the continuous encoding to the binned encodings. Similar to the
lower elevation analysis above, we found that the continuous encoding
(M = 128.60,SD = 100.90) was less accurate than binned encoding
(M = 107.36,SD = 97.16), F(1,490) = 7.79, p = 0.005 (See Figure
8b).

3.3.6 Explore and Compare Task

8. Steepness Compare. A binomial logistic regression found that
there was no significant effect of binning technique on a steepness
comparison, c2(d f = 7) = 1.35, p = .98. Area A contained the steep-
est point with a magnitude gradient of 44.33, and Area B contained
the second steepest point with a magnitude gradient of 41.65 (See
Figure 9). 62% of participants incorrectly selected Area B as con-
taining the steeper point. Similar to the Steepest task, these findings
suggest that participants’ prior understanding of topography and an as-
sumption about a connection between steepness and peaks could have
biased incorrect responses. Additionally, these findings may be influ-
enced by the issues related to the high spatial frequency of the gradient
magnitude noted in Section 3.3.4.

9. Steepness Rank. An ordinal logistic regression was used to test the
effect of binning technique on rankings of the greatest gradient mag-
nitude between regions. Participants responded to this question by
entering rankings of 1-3 (three indicating the greatest gradient magni-
tude region and one the least) for regions A, B, and C. Each of these
regions were selected because they contained the 3rd, 4th, and 5th
steepest points (See Figure 10). The ordinal logistic regression equa-
tion did significantly predict rankings when using binning technique
and regions as predictors c2(d f = 9) = 137.79, p < .00, but binning
technique did not effect gradient magnitude rankings. Both the regions
and the order of rankings were significant predictors of rankings.

This task and the prior tasks relating to steepness judgments suggest
that a number of different factors likely influenced a reduced effect
of binning, such as prior assumptions about how elevation peaks and
slopes relate and variable gradient magnitudes.

Continuous vs. Segmented Test Results
• "[C]ontrary to the expressiveness principle, 

no cases were found in which a continuous 
encoding of 2D scalar field data was 
advantageous for task accuracy, and for 
some tasks, specific binned encodings 
facilitated accuracy." 

• "[S]upport for the counterintuitive finding that 
decisions with binned encoding were slower 
than those made with continuous encoding" 

• Word of caution: single image!

�14

[Padilla et al., 2017]

Lookup Task (Lower)
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details in the data falling within single color ranges in
the color map (see Figure 2). 

Actively misleading
Not only does the rainbow color map confuse view-

ers through its lack of perceptual ordering and obscure
data through its inability to present small details, but it
actively misleads the viewer by introducing artifacts to
the visualization. The rainbow color map appears as if
it’s separated into bands of almost constant hue, with
sharp transitions between hues. Viewers perceive these
sharp transitions as sharp transitions in the data, even
when this is not the case (see Figure 3). When combined
with the lack of perceptual ordering, viewers face a
daunting task when trying to correctly interpret the data
via the rainbow color map. The goal of visualization is
to present data so that viewers can quickly and accu-
rately learn about the underlying data. The rainbow
color map does a great deal to hinder this learning
process by introducing confusing artifacts in some loca-
tions and reducing detail in others.

Prevalence of the rainbow color map
Although researchers have well documented these

deficiencies, the visualization community still widely
uses the rainbow color map. We present the findings of
two surveys illustrating this prevalence. The first survey
looks at papers in the IEEE Visualization Conference pro-
ceedings; the second considers visualization toolkits.

IEEE Visualization proceedings
We searched the IEEE Visualization conference pro-

ceedings from 2001 through 2005 for papers that dis-
played data using a pseudocolor map. We included
visualizations in which the rainbow color map was
applied to surfaces, such as isosurfaces and streamlines.
We excluded volume renderings as the literature does
not address the relative merits of the rainbow color map
when used for a color transfer function (although it
seems clear that the same objections would apply). We
did not count visualizations that used a banded version
of the rainbow color map because explicit banding can be
a useful visualization technique. We only included scalar
data visualizations, excluding techniques such as map-
ping vector components to RGB—which is common with
diffusion tensor MRI images. Such visualizations can
appear at first glance to use the rainbow color map, but
they are in fact using a different technique (see
Rheingans8 for a discussion of the hazards of encoding
multiple values into a pseudocolor map). 

Results
Table 1 (next page) presents statistics from the 2001

through 2005 IEEE Visualization Conference proceed-
ings. The table gives percentages of papers imple-
menting pseudocoloring to display data using the
rainbow color map. We’ve included all papers that
include at least one use of the rainbow color map. The
results are alarming:

■ Each year between 40 and 59 percent of all papers
using pseudocoloring used a rainbow color map. 

IEEE Computer Graphics and Applications 15

1 Perceptual ordering. (a) We can easily place the gray
paint chips in order based on perception, (b) but can-
not do this with the colored chips.

2 Spatial contrast sensitivity function. Frequency
increases to the right and contrast increases toward the
bottom of both images in the figure. We can see detail
at much lower contrast in the (a) luminance-varying
gray-scale image than with the (b) rainbow color map.

3 Four data sets visualized with (a) rainbow, (b) gray-scale, (c) black-body
radiation, and (d) isoluminant green–red color maps. Apparent sharp
gradients in the data in (a) are revealed as rainbow color map artifacts, not
data features, by comparing this row with the same data viewed using the
other color maps. Conversely, the sharp gradient found at the center of the
second data set (see the second column) shown in the gray-scale and black-
body radiation (and to a lesser extent, the isoluminate green–red) images
is not found in the corresponding image with the rainbow color map.

(a) (b)

(a) (b)

(a)

(b)

(c)

(d)

Ordering Color?

�15

[Borland & Taylor, 2007]
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Rainbow Colormap

�16

[Bergman et al., 1995]
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Artifacts from Rainbow Colormaps

�17

[Borland & Taylor, 2007]
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Artifacts from Rainbow Colormaps

�17

[Borland & Taylor, 2007]
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Two-Hue Colormap

�18

[Bergman et al., 1995]
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"Get It Right in Black and White" - M. Stone

�19

[S. Eddins (Matlab Blog), 2014]jet colormap

http://blogs.mathworks.com/steve/2014/10/20/a-new-colormap-for-matlab-part-2-troubles-with-rainbows/
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"Get It Right in Black and White" - M. Stone

�19

[S. Eddins (Matlab Blog), 2014]jet colormap

http://blogs.mathworks.com/steve/2014/10/20/a-new-colormap-for-matlab-part-2-troubles-with-rainbows/
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"Get It Right in Black and White" - M. Stone

�20

[S. Eddins (Matlab Blog), 2014]parula colormap

http://blogs.mathworks.com/steve/2014/10/20/a-new-colormap-for-matlab-part-2-troubles-with-rainbows/
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"Get It Right in Black and White" - M. Stone

�20

[S. Eddins (Matlab Blog), 2014]parula colormap

http://blogs.mathworks.com/steve/2014/10/20/a-new-colormap-for-matlab-part-2-troubles-with-rainbows/
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Isoluminant Rainbow Colormap

�21

[Kindlmann et al., 2002]

A Arg Agb Arb

0.552 0.557 0.557 0.551
0.593 0.611 0.586 0.614
0.598 0.605 0.600 0.600
0.599 0.606 0.587 0.593
0.613 0.622 0.600 0.604

Table 1: Data from informal additivity test on five participants.

Figure 6: Double face image for gamma measurement

range of hues in between, by interpolation. If we had the luxury
of matching a great many control points along the colormap, then
the choice of colorspace in which to do color interpolation would
not significantly matter. However, the trade-off we encounter, if we
aim to perform as few matches as possible, is that we must know
the gamma of the display device.
Luminance matching based on the image of the double face can

be employed to measure the gamma of the monitor. Specifically,
the black in Figure 1 is replaced by a constant gray value which can
be adjusted, and white is replaced by alternating black and white
scanlines, as seen in Figure 6. This relies on the same principle
used in existing gamma measurement images and applets, namely
that a gray value created by alternating black and white lines has
intensity half that of white, regardless of gamma [15].
Knowing the monitor gamma γ, we can perform interpolation in

what is essentially gamma-corrected RGB space. Suppose we have
two RGB colors c0 = (r0, g0, b0) and c1 = (r1, g1, b1) which
have been determined to have equal luminance. These could be, for
instance, two of the colors determined as part of our user study. The
interpolation between them can be parameterized by f ∈ [0.0, 1.0],
and is calculated by:

cf =

⎛

⎝

((1− f)r0
γ + fr1

γ)1/γ

((1− f)g0
γ + fg1

γ)1/γ

((1− f)b0
γ + fb1

γ)1/γ

⎞

⎠ (2)

This has the effect of converting RGB component levels to inten-
sity, linearly interpolating, and converting back to RGB component
levels.
If we use the data generated by our user study, we can average

over all participants and all trials to produce six points along an
isoluminant rainbow colormap. These values, and the resulting col-
ormap, are shown in Figure 7.
The methods described thus far can also be applied to the

(a) Isoluminant colormap created by user study

red: (0.847,0.057,0.057) yellow: (0.527,0.527,0.000)
green: (0.000,0.592,0.000) cyan: (0.000,0.559,0.559)
blue: (0.316,0.316,0.991) magenta: (0.718,0.000,0.718)

(b) Isoluminant RGB triples

Figure 7: Isoluminant colormap (a) generated by averaging double
face luminance matching data across participants (b), using evenly
spaced control points, starting and ending with red. The gamma
used for interpolation (2.7) was estimated using the image in Fig-
ure 6.

problem of generating colormaps which monotonically increase
in luminance, while also varying in hue. Such a colormap com-
bines perceptual benefits from both grayscale and isoluminant col-
ormaps [25]. Instead of adjusting colors (in HLS space) to match
luminance with a fixed gray, we can specify a different gray level
for each colormap control point. Equation 2 is again used to in-
terpolate in a way that controls luminance, but now luminance is
linearly increasing between control points. The sequence of lumi-
nances chosen for the control points can increase linearly, or ac-
cording to a power law that accounts for the non-linearity of bright-
ness perception [26]. Figure 8 shows a colormap produced by one
of the authors, by sampling the standard rainbow colors (going from
magenta through blue and green to red), and matching against light-
ness increasing linearly from 0.0 to 1.0.

Figure 8: Monotonically increasing luminance colormap.

The properties of these colormaps can be demonstrated with the
help of the Craik-O’Brian-Cornsweet illusion, shown in Figure 9.
The gray region in the center of the circle should appear brighter
than the gray at the outer edge of the circle, because of how local
edge brightness contrast tends to propagate over neighboring re-
gions [16]. The effect is somewhat weaker with the monotonically
increasing colormap, but is eliminated with the isoluminant col-
ormap. Although the strength of these effects vary with the method
of printing or display, and with the observer, this is an example of
how isoluminant colormaps can be preferable for interpreting im-
age values.

7 DISCUSSION AND FUTURE WORK

We have shown that a simple perceptual test, observing the dou-
ble face image, allows a user to quickly create a luminance match
between two colors. As compared to luminance matching using
the minimally distinct border technique, the double face method
is equivalent in measured result, but more precise, and no slower.
Given that the monitors we generally use for creating and display-
ing visualizations are not calibrated, this test provides a convenient
means of creating colormaps with any pre-determined pattern of lu-
minance variation (such as constant, or increasing). We believe the
success of our method is due to the brain’s special ability to detect
and interpret images of human faces. Because of the simplicity of
the method, we feel these results should be simple to reproduce.
Also, since each color match takes about 20 seconds, a color map

Original

Isoluminant
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Turbo Colormap (August 2019)
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Jet

Turbo
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Turbo: More Detail in Disparity Maps?

�23

[A. Mikhailov]

https://ai.googleblog.com/2019/08/turbo-improved-rainbow-colormap-for.html


D. Koop, CIS 680, Fall 2019

Turbo: Lightness Profiles

�24

[A. Mikhailov]

Jet Viridis Turbo

https://ai.googleblog.com/2019/08/turbo-improved-rainbow-colormap-for.html
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Turbo Discussion
• Turbo is an improvement over jet 
• Some fields (e.g. meteorology) have long used rainbow-like colormaps 
• Argument is that segments are more easily located 
• Turbo post claims that hue is prioritized in attention, but this seems to 

misinterpret the study… 
• Brightness and saturation are more important than hue in attracting attention 

[Camgöz et al., 2004 h/t J. Stevens]

�25

https://twitter.com/jscarto/status/1164190471222116352


D. Koop, CIS 680, Fall 2019

D3's color scales
• https://github.com/d3/d3-scale-chromatic 
• In v5, included in default bundle (no separate import) 
• D3's built-in color scales 
• Derived from ColorBrewer 
• Sequential and diverging scales created using interpolation 
• Hue can change, but be careful 
• Color ramp [M. Bostock]

�26

https://github.com/d3/d3-scale-chromatic
http://colorbrewer2.org
https://observablehq.com/@mbostock/color-ramp


D. Koop, CIS 680, Fall 2019

Binary

Diverging

Categorical

Sequential

Categorical

Categorical

Bivariate Colormaps

�27

[Munzner (ill. Maguire), 2014]
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Remember Separable vs. Integral

�28

[GOOD]

http://magazine.good.is/infographics/america-s-richest-counties-and-best-educated-counties
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Remember Separable vs. Integral

�28

[GOOD]

http://magazine.good.is/infographics/america-s-richest-counties-and-best-educated-counties
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What about uncertain data?
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[Correll et al., 2018]



D. Koop, CIS 680, Fall 2019

0 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

Departure Time

Monday

Tuesday

Wednesday

Thursday

Friday

Saturday

Sunday

D
ay of the W

eek

0

1

2

3

4 St
an

da
rd

 M
ea

n 
Er

ro
r

0
5 10 15 20 25 30 35 40

Departure Delay (minutes)

0 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

Departure Time

Monday

Tuesday

Wednesday

Thursday

Friday

Saturday

Sunday

D
ay of the W

eek

0 10 20 30 40
Departure Delay (minutes)

0

1

2

3

4

Standard M
ean Error

Value-Suppressing Uncertainty Palette (VSUP)

�31

[Correll et al., 2018]

Same Channels, just binned differently
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[Correll et al., 2018]
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[Correll et al., 2018]
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Evaluation
• Tasks: 
- Identification: locate spatial regions 

- Prediction: place battleships in "safest locations"

�34

[Correll et al., 2018]

VSUP Traditional Bivariate Continous Bivariate Juxtaposed Univariate

Discrete ContinuousSquareWedgeSquareWedgeSquareWedge

Legend Style

Sample Data

Figure 6: The 8 conditions from the identification experiment. Juxtaposed maps require participants to make an error-prone
connection between areas in two separate maps in order to make a decision that integrates value and uncertainty. Traditional
bivariate maps integrate both value and uncertainty. VSUPs attempt to improve on traditional bivariate maps by reducing color
resolution as uncertainty increases, discouraging conclusions based on noisy or imprecise data.

Figure 7: Accuracy results for the identification experiment.
For examples of each condition, see Figure 6. Juxtaposing
two univariate maps for both value and uncertainty requires
an error-prone search task for identification tasks. Continuous
rather than discrete bivariate maps requires an error-prone
color encoding and estimation task. Discrete bivariate maps,
both VSUPs and otherwise, avoid these issues. The confidence
intervals are bootstrapped 95% CIs of trimmed means.

bins (M = 0.63, SD = 0.48) performed significantly better
than charts with continuous color maps (M = 0.47, SD = 0.5).
The lack of quantization bias in continuous maps is countered
by the perceptual error in precisely estimating value from color.
Relying on a discrete set of output colors simplifies this task.

We performed a second ANOVA among the superimposed dis-
crete charts to determine the effect of legend shape (wedge or
square) and quantization scheme (VSUP or standard) on per-
formance, with participant ID as a random factor. We did not
find a significant effect for either the legend shape (F(1,70) =
0.04, p = 0.84) or the quantization scheme (F(1,70) = 1.4,
p = 0.24).

Figure 8: The prediction task. The participant has a list of
locations, and ought to place their ships on locations with low
probability of attack, and high certainty in this probability.
Ships above the heatmap have yet to be placed.

Prediction Experiment

For the prediction task, we gave participants the rules of a
game similar to Battleship. Greis et al. [18] employ these
game-like experimental tasks to assess how different visual
designs communicate uncertainty information, which can be
abstract or complex, to the general audience. In our task, the
participant and a (fictional) adversary have to place tokens
representing ships on a 5x5 spatial grid, with the expectation
that certain squares will be hit by missiles. Players have
to place all their tokens before continuing. The objective
is to minimize the number of your own ships that are hit.
In our task, participants were given a map representing the
predictions of missile strikes in each location on the grid.
The value component was the ship’s danger if placed on the
square. The uncertainty component was the confidence in
this prediction. Other studies of uncertainty representation,
such as in Cox et al. [12], have used “prediction + prediction

Figure 6: The 8 conditions from the identification experiment. Juxtaposed maps require participants to make an error-prone
connection between areas in two separate maps in order to make a decision that integrates value and uncertainty. Traditional
bivariate maps integrate both value and uncertainty. VSUPs attempt to improve on traditional bivariate maps by reducing color
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two univariate maps for both value and uncertainty requires
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rather than discrete bivariate maps requires an error-prone
color encoding and estimation task. Discrete bivariate maps,
both VSUPs and otherwise, avoid these issues. The confidence
intervals are bootstrapped 95% CIs of trimmed means.

bins (M = 0.63, SD = 0.48) performed significantly better
than charts with continuous color maps (M = 0.47, SD = 0.5).
The lack of quantization bias in continuous maps is countered
by the perceptual error in precisely estimating value from color.
Relying on a discrete set of output colors simplifies this task.
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game similar to Battleship. Greis et al. [18] employ these
game-like experimental tasks to assess how different visual
designs communicate uncertainty information, which can be
abstract or complex, to the general audience. In our task, the
participant and a (fictional) adversary have to place tokens
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that certain squares will be hit by missiles. Players have
to place all their tokens before continuing. The objective
is to minimize the number of your own ships that are hit.
In our task, participants were given a map representing the
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uncertainty” stimuli to elicit differences in decision-making
between visualizations of uncertainty.

Our stimuli were created by randomly sampling from values
that fell within each of the 16 bins of the 4x4 2D bivariate
color map. This resulted in 16 samples. The remaining 9
samples were “bad” values, with low safety and high certainty.
This created 4 quartile categories of uncertainty, with a skew
towards the highest quartile. This stimuli design meant that,
while participants had at least one “safe” square (low danger
with high certainty), they were forced to make at least some
guesses in other quartiles.

We selected this task in order to promote risk-averse behavior.
Tversky & Kahneman [45] illustrate that framings in terms
of gains or losses produce reliably different outcomes. In
particular, there is greater perceived value in avoiding large
losses as opposed to striving for a large gain [25]. Our results
from the prior study indicate that discrete, non-juxtaposed
maps outperformed the other bivariate maps we selected, so
we limited our study to only 4 types: square and wedge bi-
variate maps. While other map types might produce different
patterns of decision-making (for instance, the juxtaposed map
might encourage participants to ignore uncertainty information
altogether), their low accuracy for our previous information
fusion tasks led us to discard them, as it would be difficult to
distinguish between different patterns of predictions caused
by the design, and different patterns caused by simply mis-
reading the heatmap. Having fewer conditions also afforded
a within-subjects design that controlled for the variation in
interpersonal differences in strategies and risk-aversion, while
limiting the potential effects of learning and fatigue from large
numbers of stimuli.

The ideal strategy from a value-maximizing standpoint would
be to place tokens on areas with the lowest predicted danger
(highest expected value), ignoring the uncertainty information.
However, as with roulette and other similar games of chance,
the variability in expected value is relevant when considering
where to place bets [30]. A risky player would choose guesses
with high expected value, regardless of the uncertainty of those
points. A more conservative guesser might eschew high-risk,
high-reward locations, resulting in a lower average value of
guesses, but also lower uncertainty. We therefore measured
the distribution of both value and uncertainty of the tokens
placed by the participants.

We recruited 24 participants for this task: 12 female, 12 male,
(Mage= 37, SDage = 9.8). Our selected square and wedge maps
were either VSUPs or traditional bivariate maps, for a 2 (square
or wedge legend) x 2 (VSUP or standard) factorial design,
with 6 replications, for a total of 24 stimuli. Prior to the main
task, we included a short replication of the identification task
from the prior experiment (with 12 stimuli) for training and
exclusion purposes. 3 people with unacceptably low accuracy
on the training task (6%, 6%, and 25% accuracy compared to
a mean of 70%) were excluded from analysis.

Hypotheses

We had two hypotheses, stemming from our belief that VSUPs
promote better integration between uncertainty and value infor-
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Figure 9: 2D histogram of placements from the prediction
experiment. For each trial, participants were asked to place
5 tokens on heatmaps encoding both predicted safety, and
uncertainty in these predictions. There were intentionally more
tokens to place than there were “safe and certain” locations
(top left corner). When looking at traditional 2D maps (left),
participants favored safe but uncertain locations (bottom left
corner). When looking at VSUPs (right), participants favored
locations that were less safe, but more certain.)

mation, and encourage caution by highlighting the ambiguity
introduced by uncertain data. In particular:

1. Participants would avoid targets with high uncertainty

when using a VSUP.

2. This would result in a tradeoff where they would also choose
targets with higher danger when using a VSUP.

As with the prior experiment, we had no strong hypotheses
for square vs. wedge-shaped legends, but included both as a
check against the potential implicit VSUP-like properties of
wedge-shaped legends.

Results

Consistent with our first experiment, we found no significant
effect of legend shape on either uncertainty (F(1,61) = 0.01,
p = 0.92) or value (F(1,61) = 3.1, p = 0.08) of guesses. This
result suggests that wedge- and square-shaped legends pro-
mote similar patterns of decision-making. Overall, we pre-
fer to employ the wedge-shaped legend for VSUPs, and the
square-shaped legend for traditional maps, as it makes the
conceptual differences between the two more apparent.

The results partially support our first hypothesis. We per-
formed a repeated measures ANOVA on our results to measure
the effect of VSUP versus standard quantizations, and square-
versus wedge-shaped legends, on average uncertainty in bets.
We found no significant effect of quantization scheme on aver-
age guess uncertainty (F(1,61) = 0.05, p = 0.83). This result
indicates that there does not appear to be a uniform pattern
of risk aversion between the two scale types. However, given
our quartile-based stimuli design, the central tendency of un-
certainty would not necessarily capture caution in guesses.
To capture differences in this non-normal distribution, and to
test our belief that VSUP users would avoid highly uncertain
regions, we performed a one-sided two-sample, Kolmogorov-
Smirnov test on the distributions of uncertainty in guesses in
the VSUP and traditional bivariate conditions. We found a sig-
nificant difference (D = 0.5, p = 0.03), and an inspection of
the distribution shows that participants using VSUPs were less

Prediction Results
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Results & Conclusions
• Legend shape has no significant effect 
• Some indication that people avoid high uncertainty with VSUPs 
• Tradeoff is that people do choose targets with higher danger when using a VSUP 
• VSUPs present uncertainty information simultaneously (superimposed) 

instead of juxtaposed 
• VSUPs encode value and uncertainty via discrete, quantized bins instead of 

continuously
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Geographic Data
• Spatial data (have positions) 
• Cartography: the science of drawing maps 
- Lots of history and well-established procedures 
- May also have non-spatial attributes associated with items  
- Thematic cartography: integrate these non-spatial attributes (e.g. 

population, life expectancy, etc.) 
• Goals:  
- Respect cartographic principles 
- Understand data with geographic references with the visualization principles
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Map Projection
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Flattening the Sphere?
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Lambert Conformal Conic Projection
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Standard Projections
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Map Projections
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map, this circle transforms into an ellipse, known as the
Tissot indicatrix, with semi-axes with lengths a and b. If a 5
b for all locations, then angles between lines on the globe
are maintained after projection: The projection is con-
formal. The classic example is the Mercator projection.
Locally, conformality preserves shapes, but for larger areas
distortions occur. For example, in the Mercator projection
shapes near the poles are strongly distorted.

If ab 5 C for all locations on the map, then the
projection has the equal-area property: Areas are preserved
after projection. Examples are the sinusoidal, Lambert’s
cylindrical equal area and the Gall–Peters projection.

The problem is that for a double curved surface no
projection is possible that is both conformal and equal-area.
Along a curve on the surface, such as the equator, both
conditions can be met; however, at increasing distance from
such a curve the distortion accumulates. Therefore,
depending on the purpose of the map, one of these
properties or a compromise between them has to be
chosen. Concerning distortion, uniform distances are
another aspect to be optimised. Unfortunately, no map
projections are possible such that distances between any
two positions are depicted on a similar scale, but one can
aim at small variations overall or at proper depiction along
certain lines.

Besides these constraints from differential geometry, map
projection also has to cope with a topological issue. A
sphere is a surface without a boundary, whereas a finite flat
area has to be bounded. Hence, a cartographer has to
decide where to cut the globe and to which curve this cut
has to be mapped. Many choices are possible. One option,
used for azimuthal projections, is to cut the surface of the
globe at a single point, and to project this to a circle,
leading to very strong distortions at the boundary. The
most popular choice is to cut the globular surface along a
meridian, and to project the two edges of this cut to an
ellipse, a flattened ellipse or a rectangle, where in the last
two cases the point-shaped poles are projected to curves.

The use of interrupts reduces distortion. For the
production of globes, minimal distortion is vital for
production purposes; hence gore maps are used, where
the world is divided in for instance twelve gores. Goode’s
homolosine projection (1923) is an equal-area projection,
composed from twelve regions to form six interrupted
lobes, with interrupts through the oceans. The projection
of the earth on unfolded polyhedra instead of rectangles or
ellipses is an old idea, going back to Da Vinci and Dürer. All
regular polyhedra have been proposed as suitable candi-
dates. Some examples are Cahill’s Butterfly Map (1909,
octahedron) and the Dymaxion Map of Buckminster Fuller,
who used a cuboctahedron (1946) and an icosahedron
(1954). Steve Waterman has developed an appealing
polyhedral map, based on sphere packing.

Figure 1 visualises the trade-off to be made when dealing
with distortion in map projection. An ideal projection
should be equal-area, conformal, and have no interrupts;
however, at most, two of these can be satisfied simulta-
neously. Such projections are shown here at the corners of a
triangle, whereas edges denote solutions where one of the
requirements is satisfied. Existing solutions can be posi-
tioned in this solution space. Examples are given for some

cylindrical projections, with linear parallels and meridians.
Most of the existing solutions, using no interrupts, are
located at the bottom of the triangle. In this article, we
explore the top of the triangle, which is still terra incognita,
using geographic terminology. Or, in other words, we
discuss projections that are both (almost) equal area and
conformal, but do have a very large number of interrupts.

Related issues have been studied intensively in the fields
of computer graphics and geometric modelling, for
applications such as texture mapping, finite-element surface
meshing, and generation of clothing patterns. The problem
of earth mapping is a particular case of the general surface
parameterisation problem. A survey is given by Floater and
Hormann (2005). Finding strips on meshes has been
studied in the context of mesh compression and mesh
rendering, for instance by Karni et al. (2002). Bounded-
distortion flattening of curved surfaces via cuts was studied
by Sorkine et al. (2002). The work presented here has a
different scope and ambition as this related work. The
geometry to be handled is just a sphere. The aim is to
obtain zero distortion, and we accept a large number of
cuts. Finally, we aim at providing an integrated framework,
offering fine control over the results, and explore the effect
of different choices for the depiction of the surface of the
earth.

METHOD

We project the globe on a polyhedral mesh, label edges as
cuts or folds, and unfold the mesh. We assume that the
faces of the mesh are small compared with the radius of the
globe, such that area and angular distortion are almost
negligible. We first discuss the labelling problem. A mesh
can be considered as a (planar) graph G 5 (V, E), consisting
of a set of vertices V and undirected edges E that connect
vertices. Consider the dual graph H 5 (V’, E’), where each
vertex denotes a face of the mesh, and each edge
corresponds to an edge of the original graph, but now

Figure 1. Distortion in map projection
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connecting two faces instead of two vertices (Figure 2).
After labelling edges as folds and cuts, we obtain two
subgraphs Hf and Hc, where all edges of each subgraph are
labelled the same. The labelling of edges should be done
such that

N the foldout is connected. In other words, in Hf a path
should exist from any node (face of the mesh) to any
other node.

N the foldout can be flattened. Hence, in Hf no cycles
should occur, otherwise this condition cannot be met.

Taken together, these constraints imply that Hf should be a
spanning tree of H. Also, the subgraph Gc of G with only
edges labelled as cuts should be a spanning tree of G. This
can be seen as follows. All vertices should have one or more
cuts in the set of neighbouring edges (otherwise the foldout
can not be flattened), and cycles in the cuts would lead to a
split of the foldout. The set of cuts unfolds to a single
boundary, with a length of twice the sum of lengths of the
cuts.

There is a third constraint to be satisfied: The labelling
should be such that the foldout does not suffer from fold-
overs. The folded out mesh should not only be planar, it
should also be single-valued. The use of an arbitrary
spanning tree does lead to fold-overs in general. However,
we found empirically that the schemes we use in the
following almost never lead to fold-overs, and we do not
explicitly test on this. The problem of fold-overs is complex,
and we cannot give proofs on this. Nevertheless, it can be
understood that fold-overs are rare by observing that the
sphere is a very simple, uniform, convex surface; and also,
the typical patterns that emerge are strips of triangles,
connected to and radiating outward from a line or point,
which strips rarely overlap.

The term spanning tree suggests a solution for labelling
the edges: Minimal spanning trees of graphs are a well-
known concept in computer science. Assign a weight w(ei)
to each of the edges ei, such that a high value indicates a
high strength and that we prefer this edge to be a fold.
Next, calculate a maximal spanning tree Hf (or a minimal
spanning tree Gc), i.e., a spanning tree such that the sum of

the weights its edges is maximal (or minimal). The
algorithm to produce a myriahedral projection is now as
follows:

1. Generate a mesh;
2. Assign weights to all edges;
3. Calculate a maximal spanning tree Hf;
4. Unfold the mesh;
5. Render the unfolded mesh.

In the following sections, we discuss various choices for the
first two steps, here we describe the last three steps, which
are the same for all results shown.

For the calculation of the maximal spanning tree we
followed the recommendations given by Moret and
Shapiro (1991). We use Prim’s algorithm (Prim, 1957) to
find a maximal spanning tree. Starting from a single
vertex, iteratively, the neighbouring edge with the
highest weight and the corresponding vertex is added.
This gives an optimal solution. The neighbouring edges
of the growing tree are stored in a priority queue, for
which we use pairing heaps (Fredman, Sedgewick, Sleator
and Tarjan, 1986). The performance is O(|E | z |V | log
|V |), where |E | and |V | denote the number of edges and
vertices. In practice, optimal spanning trees are calculated
within a second for graphs with ten thousands of edges and
vertices.

Unfolding is straightforward. Assume that all faces of the
mesh are triangles. Faces with more edges can be handled
by inserting interior edges with very high weights, such that
these faces are never split up. Unfolding is done by first
picking a central face, followed by recursive processing of
adjacent faces. Consider two neighbouring triangles PQR
and RQS, and assume that the unfolded positions P9, Q9,
and R9 are known. Next, the angle a between RQS and
the plane of PQR is determined, and S9 is calculated such
that the new angle is a9, |QS | 5 |Q9S9| and |RS | 5 |R9S9|.
The use of a9 5 0 gives a flat mesh, use of (for instance) a9
5 a(1 z cos(pt/T))/2 gives a pleasant animation
(examples are shown in http://www.win.tue.nl/,
vanwijk/myriahedral).

The geography of the earth (or whatever image on a
spherical surface has to be displayed) is mapped as a texture
on the triangles. We use the maps of David Pape for this
(Pape, 2001). When the triangles are large compared with
the radius of the globe, like in standard polyhedral
projections, the triangles have to be subdivided further to
control the projection in the interior. We use a simple
gnomonic projection here.

Rendering maps for presentation purposes requires
proper anti-aliasing, because regular patterns and very thin
gaps have to be dealt with. For the images shown, 100-fold
supersampling per pixel with a jittered grid was used,
followed by filtering with a Mitchell filter.

All images were produced with a custom developed,
integrated tool to define meshes and weights, and to
calculate and render the results, running under MS
Windows. Response times on standard PCs range from
instantaneous to a few seconds, which enables fast
exploration of parameter spaces. Rendering of high
resolution, high quality maps can take somewhat longer,
up to a few minutes.

Figure 2. (a) Mesh G; (b) Dual mesh H; (c) Cuts and folds; (d)
Foldout
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GRATICULES

The simplest way to define a mesh is to use the graticule
itself, and to cut along parallels or meridians. The results
can be used as an introduction to map projection. A weight
for edges, using the value of w and l of the midpoint of an
edge, can be defined as

w(w,l)~{(Wwjw{w0jzWl min
k
jl{l0z2pkj),

where Ww and Wl are overall scaling factors, and w0 and l0

denote where a maximal strength is desired. Different
values for these lead to a number of familiar looking
projections (Figure 3). The use of a high value for Ww

gives cuts along meridians. Dependent on the value of
w0 a cylindrical projection (0u, equator), an azimuthal
projection (90u, North pole), or a conical projection
(here 25u) is obtained when the meridian strips are
unfolded. Use of a negative value for Ww gives two
hemispheres, each with an azimuthal projection. The
meridian at which to be centred can be controlled by using
a low value for Wl and a suitable value for l0. The use of a
high value for Wl gives cuts along parallels. Unfolding these
parallels gives a result resembling the polyconic projection
of Hassler (1820).

The relation between a spatially varying weight w and the
decision where to cut and fold can be understood by
considering Prim’s algorithm. Suppose, without loss of
generality, that we start at a maximum of w and proceed to
attach the edges with the highest weight. At some point,
edges at the boundary will have approximately the same
weight and, after a number of additions, a ring of faces is
added, with cuts in between neighbouring faces in this ring.
Hence, edges aligned with contours of w typically turn into
folds, whereas edges aligned with gradients of w turn into
cuts.

Each strip is almost free of angular or area distortion,
however, a large number of interrupts occur with varying
widths. These gaps visualise, just like the Tissot indicatrix,
the distortion that occurs when a non-interrupted map is
used, and can be used to explain the basic problem of map
projection. If we want to close these gaps, the strips must
be broadened. However, to maintain an equal area, they
have to be shortened, and to maintain the same aspect ratio
they have to be lengthened, which is not possible
simultaneously. Also, it is clearly visible that mapping a
point (such as a pole) to a line leads to a strong distortion.

When the number of strips is increased, the gaps are less
visible, and the distortion is shown via the transparency of
the map (Figure 4).

Figure 3. Graticular projections, derived from a 5u graticule. 2592 polygons: a) cylindrical; b) conical; c) azimuthal; d) azimuthal, two hemi-
spheres; e) polyconical
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RECURSIVE SUBDIVISION

For the graticular projections, thin strips of faces are
attached to one single strip or face. This is a degenerated
tree structure. In this section, we consider what results are
obtained when a more balanced pattern is used. To this
end, we start with Platonic solids for the projection of the
globe, and recursively subdivide the polygons of these
solids. This approach has been used before for encoding
and handling geospatial data (Dutton, 1996).

At each level i, each edge is split and the new centres,
halfway on the greater circle connecting the original
endpoints, are connected. As a result, for instance each
triangle is replaced at each level by four smaller triangles.
Other subdivision schemes can also be used, for instance
triangles can be subdivided into nine smaller ones.

The edge weights are set as follows. We associate with
each edge three numbers w0, w1, and wc, where the first two
correspond with the endpoints and the latter with the
centre position. For new edges, w0 r i, w1 r i, and wc r
iz1. If an edge e is split into two edges e’ and e’’, we use
linear interpolation for the new values

w
0

0/w0, w
0

1/wc, w
0

c/(w0zwc)=2;

w
00

0/wc, w
00

1/w1, w
00

c/(wczw1)=2:

As a result, the weights are highest close to the centre of
original edges. Finally, we use wc as the edge weight for the
edges of the final mesh, plus a graticule weight w with small
values for Wl and Ww to select the aspect.

The resulting unfolded maps are, at first sight, somewhat
surprising (Figure 5). One would expect to see interesting
fractal shapes, however, at the second level of subdivision
the gaps are already almost invisible (Figure 6). Indeed, the
structure of the cuts is self-similar, however, for higher
levels of subdivision and smaller triangles, the surface of the
sphere quickly approaches a plane, which has Hausdorff
dimension 2. Only when areas would be removed, such as
the centre triangles in the Sierpinski triangle, a fractal shape
would be obtained.

As a step aside, fractal surfaces and foldouts do not match
well either. Unfolding, for instance, a recursively sub-
divided surface with displaced midpoints leads to a large
number of fold-overs (Figure 7).

As another step aside, let us consider optimal mapping on
Platonic solids. We consider a map optimal when the cuts
do not cross continents. To find such mappings, we assign
to each edge a weight proportional to the amount of land
cut, computed by sampling the edges at a number of
positions (here we used 25) and looking up if land or sea is
covered in a texture map of the earth. Next, the map is
unfolded using the standard method and the sum of
weights of cut edges is determined. This procedure is
repeated for a large number of orientations of the mesh,
searching for a minimal value. We used a sequence of three
rotations to vary the orientation of the mesh, and used steps
of 1u per rotation. Results are shown in Figure 8.

Figure 4. Polyconical projection, derived from a 1u graticule,
64 800 polygons

Figure 5. Recursive subdivision of Platonic solids, using five levels
of subdivision, 4096220 480 polygons

Figure 6. Close-up of icosahedral projection

Figure 7. Folding out a fractal surface gives a mess

36 The Cartographic Journal

Subdividing regular polyhedra
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[J. van Wijk, 2008]

https://www.win.tue.nl/~vanwijk/myriahedral/CAJ103.pdf
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in standard maps it is left to the viewer to guess where and
which distortion occurs.

Methodologically interesting is that here a computer
science approach is used, whereas map projection is
traditionally the domain of mathematicians, cartographers,
and mathematical cartographers. Myriahedral projections
are generated using algorithms, partially originating from
flow visualisation, and not by formulas. Implementation is

not simple, but when the machinery is set up, a very large
variety of maps can be generated just by changing
parameters, such as Wl, Ww, F, f0, s, and the size of the
faces used. This leaves much room for serendipity, and
indeed, some of the maps shown here were discovered by
accident.

Maps are not only used for navigation or visualisation,
but also for decorative, illustrative and even rhetoric

Figure 12. Myriahedral projections with geography aligned meshes, 5500 polygons

40 The Cartographic JournalGeographically-aligned
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[J. van Wijk, 2008]

https://www.win.tue.nl/~vanwijk/myriahedral/CAJ103.pdf
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Australia-centric
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[J. van Wijk, 2008]

https://www.win.tue.nl/~vanwijk/myriahedral/CAJ103.pdf


D. Koop, CIS 680, Fall 2019

Analyze

Search

Query

Consume
Present EnjoyDiscover

Produce
Annotate Record Derive

Identify Compare Summarize

tag

Target known Target unknown

Location 
known

Location 
unknown

Lookup

Locate

Browse

Explore

Actions

Search Tasks

�51

[Munzner (ill. Maguire), 2014]
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Lookup
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Rendering Effective Route Maps: Improving Usability Through Generalization
Maneesh Agrawala Chris Stolte

Stanford University

Figure 1: Three route maps for the same route rendered by (left) a standard computer-mapping system, (middle) a person, and (right) LineDrive, our route map rendering system.
The standard computer-generated map is difficult to use because its large, constant scale factor causes the short roads to vanish and because it is cluttered with extraneous details such
as city names, parks, and roads that are far away from the route. Both the handdrawn map and the LineDrive map exaggerate the lengths of the short roads to ensure their visibility
while maintainaing a simple, clean design that emphasizes the most essential information for following the route. Note that the handdrawn map was created without seeing either the
standard computer-generated map or the LineDrive map. (Handdrawn map courtesy of Mia Trachinger.)

Abstract
Route maps, which depict a path from one location to another, have
emerged as one of the most popular applications on the Web. Cur-
rent computer-generated route maps, however, are often very diffi-
cult to use. In this paper we present a set of cartographic general-
ization techniques specifically designed to improve the usability of
route maps. Our generalization techniques are based both on cogni-
tive psychology research studying how route maps are used and on
an analysis of the generalizations commonly found in handdrawn
route maps. We describe algorithmic implementations of these gen-
eralization techniques within LineDrive, a real-time system for au-
tomatically designing and rendering route maps. Feedback from
over 2200 users indicates that almost all believe LineDrive maps are
preferable to using standard computer-generated route maps alone.

Keywords: Information Visualization, Non-Realistic Rendering, WWW Applica-
tions, Human Factors

1 Introduction
Route maps, which depict a path from one location to another, are
one of the most common forms of graphic communication. Al-
though creating a route map may seem to be a straightforward task,
the underlying design of most route maps is quite complex. Map-
makers use a variety of cartographic generalization techniques in-
cluding distortion, simplification, and abstraction to improve the

(maneesh,cstolte)@graphics.stanford.edu

clarity of the map and to emphasize the most important informa-
tion [16, 21]. This type of generalization, performed either con-
sciously or sub-consciously, is prevalent both in quickly sketched
maps and in professionally designed route maps that appear in print
advertisements, invitations, and subway schedules [25, 13].
Recently, route maps in the form of driving directions have

become widely available through the Web. In contrast to hand-
designed route maps, these computer-generated route maps are of-
ten more precise and contain more information. Yet these maps are
more difficult to use. The main shortcoming of current systems for
automatically generating route maps is that they do not distinguish
between essential and extraneous information, and as a result, can-
not apply the generalizations used in hand-designed maps to em-
phasize the information needed to follow the route.
Figure 1 shows several problems arising from the lack of dif-

ferentiation between necessary and unnecessary information. The
primary problem is that current computer-mapping systems main-
tain a constant scale factor for the entire map. For many routes, the
lengths of roads can vary over several orders of magnitude, from
tens of feet within a neighborhood to hundreds of miles along a
highway. When a constant scale factor is used for these routes, it
forces the shorter roads to shrink to a point and essentially vanish.
This can be particularly problematic near the origin and destination
of the route where many quick turns are often required to enter or
exit a neighborhood. Even though precisely scaled roads might help
navigators judge how far they must travel along a road, it is far more
important that all roads and turning points are visible. Handdrawn
maps make this distinction and exaggerate the lengths of shorter
roads to ensure they are visible.
Another problem with computer-generated maps is that they are

often cluttered with information irrelevant to navigation. This ex-
traneous information, such as the names and locations of cities,
parks, and roads far away from the route, often hides or masks infor-
mation that is essential for following the route. The clutter makes
the maps very difficult to read, especially while driving. Hand-
drawn maps usually include only the most essential information
and are very simple and clean. This can be seen in figure 1(middle)
where even the shape of the roads has been distorted and simpli-
fied to improve the readability of the map. Furthermore, distorting

Route Maps
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[Agrawala & Stolte, 2001]
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Locate
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Adding Data
• Discrete: a value is associated with a specific position 
- Size 
- Color Hue 
- Charts 

• Continuous: each spatial position has a value (fields) 
- Heatmap 
- Isolines
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Discrete Categorical Attribute: Shape
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[Acadia NP, National Park Service]
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Discrete Categorical Attribute: Shape
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[Acadia NP, National Park Service]
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Discrete Quantitative Attribute: Color Saturation
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Discrete Quantitative Attribute: Size
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Discrete Quantitative Attributes: Bar Chart
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[http://mis4gis.com/hgistr.org/]

http://mis4gis.com/hgistr.org/
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Continuous Quantitative Attribute: Color Hue
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[http://tampaseo.com/2012/02/websites-heat-mapping-users/]

http://tampaseo.com/2012/02/websites-heat-mapping-users/
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Time as the attribute
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[NYTimes]

http://www.nytimes.com/interactive/2011/03/11/world/asia/maps-of-earthquake-and-tsunami-damage-in-japan.html
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Isolines
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[USGS via Wikipedia]

http://commons.wikimedia.org/wiki/File:Topographic_map_example.png
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Isolines
• Scalar fields: 
- value at each location 
- sampled on grids 

• Isolines use derived data from the scalar field 
- Interpret field as representing continuous values 
- Derived data is geometry: new lines that represent the same attribute value 

• Scalability: dozens of levels 
• Other encodings?
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Choropleth (Two Hues)
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[M. Ericson, New York Times]
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Choropleth Map
• Data: geographic geometry data & one quantitative attribute per region 
• Tasks: trends, patterns, comparisons 
• How: area marks from given geometry, color hue/saturation/luminance 
• Scalability: thousands of regions 

• Design choices: 
- Colormap 
- Region boundaries (level of summarization)
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Choropleth (Two Hues)
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[M. Ericson, New York Times]
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Problem?
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[M. Ericson, New York Times]
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Problem?
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[M. Ericson, New York Times]
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Adding Saturation
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[Washington Post, 2018]

https://www.washingtonpost.com/news/politics/wp/2018/07/30/presenting-the-least-misleading-map-of-the-2016-election/
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Aggregation: 2016 Election by Precinct
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[R. Rohla and Washington Post, 2018][Interactive Version, NYTimes]

https://www.washingtonpost.com/news/politics/wp/2018/07/30/presenting-the-least-misleading-map-of-the-2016-election/
https://www.nytimes.com/interactive/2018/upshot/election-2016-voting-precinct-maps.html
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Aggregation: 2016 Election by State
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[Washington Post, 2018]

https://www.washingtonpost.com/news/politics/wp/2018/07/30/presenting-the-least-misleading-map-of-the-2016-election/
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Aggregation: 2016 Election by Country
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[Washington Post, 2018]

https://www.washingtonpost.com/news/politics/wp/2018/07/30/presenting-the-least-misleading-map-of-the-2016-election/
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Area Marks and Color Hue & Saturation
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[popvssoda.com]

http://www.popvssoda.com/countystats/total-county.html

