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Tidy Data Principles
• Tidy Data: Codd's 3rd Normal Form (Databases) 
1. Each variable forms a column 
2. Each observation forms a row 
3. Each type of observational unit forms a table (DataFrame) 

• Other structures are messy data
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Messy Dataset Problems
• Column headers are values, not variable names 
• Multiple variables are stored in one column 
• Variables are stored in both rows and columns 
• Multiple types of observational units are stored in the same table 
• A single observational unit is stored in multiple tables
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id year month element d1 d2 d3 d4 d5 d6 d7 d8

MX17004 2010 1 tmax — — — — — — — —
MX17004 2010 1 tmin — — — — — — — —
MX17004 2010 2 tmax — 27.3 24.1 — — — — —
MX17004 2010 2 tmin — 14.4 14.4 — — — — —
MX17004 2010 3 tmax — — — — 32.1 — — —
MX17004 2010 3 tmin — — — — 14.2 — — —
MX17004 2010 4 tmax — — — — — — — —
MX17004 2010 4 tmin — — — — — — — —
MX17004 2010 5 tmax — — — — — — — —
MX17004 2010 5 tmin — — — — — — — —

Table 11: Original weather dataset. There is a column for each possible day in the month. Columns
d9 to d31 have been omitted to conserve space.

id date element value

MX17004 2010-01-30 tmax 27.8
MX17004 2010-01-30 tmin 14.5
MX17004 2010-02-02 tmax 27.3
MX17004 2010-02-02 tmin 14.4
MX17004 2010-02-03 tmax 24.1
MX17004 2010-02-03 tmin 14.4
MX17004 2010-02-11 tmax 29.7
MX17004 2010-02-11 tmin 13.4
MX17004 2010-02-23 tmax 29.9
MX17004 2010-02-23 tmin 10.7

(a) Molten data

id date tmax tmin

MX17004 2010-01-30 27.8 14.5
MX17004 2010-02-02 27.3 14.4
MX17004 2010-02-03 24.1 14.4
MX17004 2010-02-11 29.7 13.4
MX17004 2010-02-23 29.9 10.7
MX17004 2010-03-05 32.1 14.2
MX17004 2010-03-10 34.5 16.8
MX17004 2010-03-16 31.1 17.6
MX17004 2010-04-27 36.3 16.7
MX17004 2010-05-27 33.2 18.2

(b) Tidy data

Table 12: (a) Molten weather dataset. This is almost tidy, but instead of values, the element column
contains names of variables. Missing values are dropped to conserve space. (b) Tidy weather dataset.
Each row represents the meteorological measurements for a single day. There are two measured
variables, minimum (tmin) and maximum (tmax) temperature; all other variables are fixed.

Problem: Variables stored in both rows & columns
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id year month element d1 d2 d3 d4 d5 d6 d7 d8

MX17004 2010 1 tmax — — — — — — — —
MX17004 2010 1 tmin — — — — — — — —
MX17004 2010 2 tmax — 27.3 24.1 — — — — —
MX17004 2010 2 tmin — 14.4 14.4 — — — — —
MX17004 2010 3 tmax — — — — 32.1 — — —
MX17004 2010 3 tmin — — — — 14.2 — — —
MX17004 2010 4 tmax — — — — — — — —
MX17004 2010 4 tmin — — — — — — — —
MX17004 2010 5 tmax — — — — — — — —
MX17004 2010 5 tmin — — — — — — — —

Table 11: Original weather dataset. There is a column for each possible day in the month. Columns
d9 to d31 have been omitted to conserve space.

id date element value

MX17004 2010-01-30 tmax 27.8
MX17004 2010-01-30 tmin 14.5
MX17004 2010-02-02 tmax 27.3
MX17004 2010-02-02 tmin 14.4
MX17004 2010-02-03 tmax 24.1
MX17004 2010-02-03 tmin 14.4
MX17004 2010-02-11 tmax 29.7
MX17004 2010-02-11 tmin 13.4
MX17004 2010-02-23 tmax 29.9
MX17004 2010-02-23 tmin 10.7

(a) Molten data

id date tmax tmin

MX17004 2010-01-30 27.8 14.5
MX17004 2010-02-02 27.3 14.4
MX17004 2010-02-03 24.1 14.4
MX17004 2010-02-11 29.7 13.4
MX17004 2010-02-23 29.9 10.7
MX17004 2010-03-05 32.1 14.2
MX17004 2010-03-10 34.5 16.8
MX17004 2010-03-16 31.1 17.6
MX17004 2010-04-27 36.3 16.7
MX17004 2010-05-27 33.2 18.2

(b) Tidy data

Table 12: (a) Molten weather dataset. This is almost tidy, but instead of values, the element column
contains names of variables. Missing values are dropped to conserve space. (b) Tidy weather dataset.
Each row represents the meteorological measurements for a single day. There are two measured
variables, minimum (tmin) and maximum (tmax) temperature; all other variables are fixed.

Problem: Variables stored in both rows & columns
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MX17004 2010 4 tmin — — — — — — — —
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Table 11: Original weather dataset. There is a column for each possible day in the month. Columns
d9 to d31 have been omitted to conserve space.

id date element value

MX17004 2010-01-30 tmax 27.8
MX17004 2010-01-30 tmin 14.5
MX17004 2010-02-02 tmax 27.3
MX17004 2010-02-02 tmin 14.4
MX17004 2010-02-03 tmax 24.1
MX17004 2010-02-03 tmin 14.4
MX17004 2010-02-11 tmax 29.7
MX17004 2010-02-11 tmin 13.4
MX17004 2010-02-23 tmax 29.9
MX17004 2010-02-23 tmin 10.7

(a) Molten data

id date tmax tmin

MX17004 2010-01-30 27.8 14.5
MX17004 2010-02-02 27.3 14.4
MX17004 2010-02-03 24.1 14.4
MX17004 2010-02-11 29.7 13.4
MX17004 2010-02-23 29.9 10.7
MX17004 2010-03-05 32.1 14.2
MX17004 2010-03-10 34.5 16.8
MX17004 2010-03-16 31.1 17.6
MX17004 2010-04-27 36.3 16.7
MX17004 2010-05-27 33.2 18.2

(b) Tidy data

Table 12: (a) Molten weather dataset. This is almost tidy, but instead of values, the element column
contains names of variables. Missing values are dropped to conserve space. (b) Tidy weather dataset.
Each row represents the meteorological measurements for a single day. There are two measured
variables, minimum (tmin) and maximum (tmax) temperature; all other variables are fixed.

Solution: Melting + Pivot
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Getting Lost in Transformations
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ABSTRACT
Data transformation is a critical first step in modern data
analysis: before any analysis can be done, data from a va-
riety of sources must be wrangled into a uniform format
that is amenable to the intended analysis and analytical
software package. This data transformation task is tedious,
time-consuming, and often requires programming skills be-
yond the expertise of data analysts. In this paper, we develop
a technique to synthesize data transformation programs by
example, reducing this burden by allowing the analyst to de-
scribe the transformation with a small input-output example
pair, without being concerned with the transformation steps
required to get there. We implemented our technique in a
system, Foofah, that e�ciently searches the space of pos-
sible data transformation operations to generate a program
that will perform the desired transformation. We experimen-
tally show that data transformation programs can be created
quickly with Foofah for a wide variety of cases, with 60%
less user e↵ort than the well-known Wrangler system.

Keywords
Data Transformation; Program Synthesis; Programming By
Example; A* algorithm; Heuristic

1. INTRODUCTION
The many fields that depend on data for decision making

have at least one thing in common: raw data is often in a non-
relational or poorly structured form, possibly with extraneous
information, and cannot be directly used by a downstream
information system, like a database or visualization system.
Figure 1 from [16] is a good example of such raw data.
In modern data analytics, data transformation (or data
wrangling) is usually a crucial first step that reorganizes
raw data into a more desirable format that can be easily
consumed by other systems. Figure 2 showcases a relational
form obtained by transforming Figure 1.

Traditionally, domain experts handwrite task specific scripts
to transform unstructured data—a task that is often labor-
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intensive and tedious. The requirement for programming
hamstrings data users that are capable analysts but have
limited coding skills. Even worse, these scripts are tailored to
particular data sources and cannot adapt when new sources
are acquired. People normally spend more time preparing
data than analyzing it; up to 80% of a data scientist’s time
can be spent on transforming data into a usable state [28].

Recent research into automated and assisted data transfor-
mation systems have tried to reduce the need of a program-
ming background for users, with some success [19, 22, 41].
These tools help users generate reusable data transformation
programs, but they still require users to know which data
transformation operations are needed and in what order they
should be applied. Current tools still require some level of im-
perative programming, placing a significant burden on data
users. Take Wrangler [22], for example, where a user must
select the correct operators and parameters to complete a
data transformation task. This is often challenging if the user
has no experience in data transformation or programming.

In general, existing data transformation tools are di�cult
to use due to two usability issues:

• High Skill : Users must be familiar with the often compli-
cated transformation operations and then decide which
operations to use and in what order.

• High E↵ort : The amount of user e↵ort increases as the
data transformation program gets lengthy.

To resolve the above usability issues, we envision a data
transformation program synthesizer that can be successfully
used by people without a programming background and that
requires minimal user e↵ort. Unlike Wrangler, which asks

the user for procedural hints, this system should allow the
user to specify a desired transformation simply by providing
an input-output example: the user only needs to know how
to describe the transformed data, as opposed to knowing any
particular transformation operation that must be performed.

Our Approach — In this paper, we solve the data trans-
formation program synthesis problem using a Programming
By Example (PBE) approach. Our proposed technique aims
to help an unsophisticated user easily generate a quality
data transformation program using purely input-output ex-
amples. The synthesized program is designed to be easy-to-
understand (it is a straight-line program comprised of simple
primitives), so an unsophisticated user can understand the
semantics of the program and validate it. Because it is often
infeasible to examine and approve a very large transformed
dataset synthesizing a readable transformation program is
preferred over performing an opaque transformation.

We model program synthesis as a search problem in a state
space graph and use a heuristic search approach based on
the classic A* algorithm to synthesize the program. A major
challenge in applying A* to program synthesis is to create a
heuristic function estimating the cost of any proposed par-
tial solution. Unlike robotic path planning, where a metric
like Euclidean distance naturally serves as a good heuristic
function, there is no straightforward heuristic for data trans-
formation. In this work, we define an e↵ective A* heuristic
for data transformation, as well as lossless pruning rules that
significantly reduce the size of the search space. We have im-
plemented our methods in a prototype data transformation
program synthesizer called Foofah.

Organization — After motivating our problem with an
example in Section 2 and formally defining the problem in
Section 3, we discuss the following contributions:

• We present a PBE data transformation program syn-
thesis technique backed by an e�cient heuristic-search-
based algorithm inspired by the A* algorithm. It has a
novel, operator-independent heuristic, Table Edit Dis-
tance Batch, along with pruning rules designed specifi-
cally for data transformation (Section 4).

• We prototype our method in a system, Foofah, and
evaluate it with a comprehensive set of benchmark test
scenarios that show it is both e↵ective and e�cient in
synthesizing data transformation programs. We also
present a user study that shows Foofah requires about
60% less user e↵ort than Wrangler(Section 5).

We explore Related Work in Section 6 and finish with a
discussion of future work in Section 7

2. MOTIVATING EXAMPLE
Data transformation can be a tedious task involving the

application of complex operations that may be di�cult for
a näıve user to understand, as illustrated by the following
simple but realistic scenario:

Example 1. Bob wants to load a spreadsheet of business
contact information (Figure 1) into a database system. Un-
fortunately, the raw data cannot be loaded in its original
format, so Bob hopes to transform it into a relational format
(Figure 2). Manually transforming the data record-by-record
would be tedious and error-prone, so he uses the interactive
data cleaning tool Wrangler [22].
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Figure 3: Intermediate table state
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Figure 4: Perform Unfold before Fill

Bob first removes the rows of irrelevant data (rows 1 and
2) and empty rows (rows 5, 8, and more). He then splits the
cells containing phone numbers on “:”, extracting the phone
numbers into a new column. Now that almost all the cells from
the desired table exist in the intermediate table (Figure 3),
Bob intends to perform a cross-tabulation operation that
tabulates phone numbers of each category against the human
names. He looks through Wrangler’s provided operations
and finally decides that Unfold should be used. But Unfold
does not transform the intermediate table correctly, since
there are missing values in the column of names, resulting
in “null” being the unique identifier for all rows without a
human name (Figure 4). Bob backtracks and performs a Fill
operation to fill in the empty cells with the appropriate names
before finally performing the Unfold operation. The final data
transformation program is shown in Figure 5.

The usability issues described in Section 1 have occurred in
this example. Lines 1–3 in Figure 5 are lengthy and repetitive
(High E↵ort). Lines 5–6 require a good understanding of the
Unfold operation, causing di�culty for the näıve user (High
Skill). Note that Deletes in Lines 1–2 are di↵erent from the
Delete in Line 3 in that the latter could apply to the entire file.
Non-savvy users may find such conditional usage of Delete
di�cult to discover, further illustrating the High Skill issue.
Consider another scenario where the same task becomes

much easier for Bob, our data analyst:

Example 2. Bob decides to use an alternative data transfor-
mation system, Foofah. To use Foofah, Bob simply needs
to choose a small sample of the raw data (Figure 1) and
describe what this sample should be after being transformed
(Figure 2). Foofah automatically infers the data transfor-
mation program in Figure 6 (which is semantically the same
as Figure 5, and even more succinct). Bob takes this inferred
program and executes it on the entire raw dataset and finds
that raw data are transformed exactly as desired.

The motivating example above gives an idea of the real-
world data transformation tasks our proposed technique
is designed to address. In general, we aim to transform a
poorly-structured grid of values (e.g., a spreadsheet table) to
a relational table with coherent rows and columns. Such a
transformation can be a combination of the following chores:

1. changing the structure of the table

2. removing unnecessary data fields

3. filling in missing values

4. extracting values from cells

5. creating new cell values out of several cell values
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ABSTRACT
Data transformation is a critical first step in modern data
analysis: before any analysis can be done, data from a va-
riety of sources must be wrangled into a uniform format
that is amenable to the intended analysis and analytical
software package. This data transformation task is tedious,
time-consuming, and often requires programming skills be-
yond the expertise of data analysts. In this paper, we develop
a technique to synthesize data transformation programs by
example, reducing this burden by allowing the analyst to de-
scribe the transformation with a small input-output example
pair, without being concerned with the transformation steps
required to get there. We implemented our technique in a
system, Foofah, that e�ciently searches the space of pos-
sible data transformation operations to generate a program
that will perform the desired transformation. We experimen-
tally show that data transformation programs can be created
quickly with Foofah for a wide variety of cases, with 60%
less user e↵ort than the well-known Wrangler system.
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1. INTRODUCTION
The many fields that depend on data for decision making

have at least one thing in common: raw data is often in a non-
relational or poorly structured form, possibly with extraneous
information, and cannot be directly used by a downstream
information system, like a database or visualization system.
Figure 1 from [16] is a good example of such raw data.
In modern data analytics, data transformation (or data
wrangling) is usually a crucial first step that reorganizes
raw data into a more desirable format that can be easily
consumed by other systems. Figure 2 showcases a relational
form obtained by transforming Figure 1.

Traditionally, domain experts handwrite task specific scripts
to transform unstructured data—a task that is often labor-
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Figure 2: A relational form of Figure 1

intensive and tedious. The requirement for programming
hamstrings data users that are capable analysts but have
limited coding skills. Even worse, these scripts are tailored to
particular data sources and cannot adapt when new sources
are acquired. People normally spend more time preparing
data than analyzing it; up to 80% of a data scientist’s time
can be spent on transforming data into a usable state [28].

Recent research into automated and assisted data transfor-
mation systems have tried to reduce the need of a program-
ming background for users, with some success [19, 22, 41].
These tools help users generate reusable data transformation
programs, but they still require users to know which data
transformation operations are needed and in what order they
should be applied. Current tools still require some level of im-
perative programming, placing a significant burden on data
users. Take Wrangler [22], for example, where a user must
select the correct operators and parameters to complete a
data transformation task. This is often challenging if the user
has no experience in data transformation or programming.

In general, existing data transformation tools are di�cult
to use due to two usability issues:

• High Skill : Users must be familiar with the often compli-
cated transformation operations and then decide which
operations to use and in what order.

• High E↵ort : The amount of user e↵ort increases as the
data transformation program gets lengthy.

To resolve the above usability issues, we envision a data
transformation program synthesizer that can be successfully
used by people without a programming background and that
requires minimal user e↵ort. Unlike Wrangler, which asks
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FOOFAH: A Programming-By-Example System for
Synthesizing Data Transformation Program
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Most real-world data is unstructured and must be transformed 
into a structured form to be used. Manual transformation (e.g., 
using Excel) requires too much user effort. Traditional 
transformation often requires good programming skills beyond 
most of the users. Data transformation tools, like Data 
Wranger [1], often require repetitive and tedious work and a 
depth of data transformation knowledge from the user. 
Our goal: minimize a user's effort and reduce the required 
background knowledge for data transformation tasks.
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FOOFAH:
1. can handle most test cases from
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2. requires little user effort
3. generally efficient (low system
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• FOOFAH on average requires 60% less user effort than Wrangler
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Intuition: Most data transformation operations can be seen as many 
cell-level transformation operations

Solution: Table Edit Distance as the heuristic function

Table Edit Distance (TED) Definition:
The cost of transforming Table T1 to Table T2 using the cell-level
operators Add/Remove/Move/Transform cell.

TED $%, $' = min,-,… ,	,0 ∈2 3-,	34
56789 :;
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;=>
• P(T1, T2): Set of all “paths” transforming T1 to T2 using cell-level operators

Batching: a remedy for Table Edit Distance to scale down heuristic

Batch the geometrically-adjacent cell-level operations of the same type
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User Input:
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• Transformed view of the sample

Raw Data: 
• A grid of values, i.e., spreadsheets
• “Somewhat” structured - must have some 
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FOOFAH: A Programming-By-Example System for
Synthesizing Data Transformation Program

Zhongjun Jin, Michael R. Anderson, Michael Cafarella, H. V. Jagadish
University of Michigan

Most real-world data is unstructured and must be transformed 
into a structured form to be used. Manual transformation (e.g., 
using Excel) requires too much user effort. Traditional 
transformation often requires good programming skills beyond 
most of the users. Data transformation tools, like Data 
Wranger [1], often require repetitive and tedious work and a 
depth of data transformation knowledge from the user. 
Our goal: minimize a user's effort and reduce the required 
background knowledge for data transformation tasks.
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Intuition: Most data transformation operations can be seen as many 
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Solution: Table Edit Distance as the heuristic function

Table Edit Distance (TED) Definition:
The cost of transforming Table T1 to Table T2 using the cell-level
operators Add/Remove/Move/Transform cell.
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;=>
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AutoSuggest
• Goals: 
- Automate "Complex" Data Preparation steps 
- Focus on frame transformations (not per-cell transformations) 
- Learn from Jupyter Notebooks 
- Use interactive methods to help users select from top-k options 

• Two Types of Predictions: 
- Single-Operator Prediction: Given two tables and an operation, decide how 

to best apply the operation (what are the parameters) 
- Next-Operator Prediction: Given all operations performed so far, predict the 

next one

9
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Pivot/Unpivot Prediction
• Pivot is hard to get right 
- Index 
- Header 
- Aggregation Function 
- Aggregation Columns 

• Use GroupBy Prediction 
• Look for NULLs and use affiinity 
• Affinity-Maximizing Pivot Table 
• Unpivot requires compatibility
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Figure 7: Example Pivot operation that creates two-dimensional Pivot-table (right) from an input table (left).

Figure 8: Example of a “bad” Pivot-table (with many
NULLs) that uses the same dimensions as Figure 7.

Figure 9: UI Wizard to create Pivot-table in Excel. It
requires users to drag suitable columns into 4 possi-
ble buckets (shown at bottom) to properly con�gure
Pivot, which typically takes many trials to get right.
Creating Pivot in other systems is similarly complex.
essentially predicting GroupBy columns (both are dimension
attributes); while predicting aggregation-column in Pivot
is the same as predicting Aggregation (both are measures).
E������ 2. Observe that the input table for Pivot in Fig-

ure 7 and the input table for GroupBy in Figure 6 are identical.
Furthermore, the candidate GroupBy columns in Figure 6
(�rst 5 columns) are all reasonable choices as index/header
in a Pivot table. Similarly, the candidate Aggregation columns
in Figure 6 (“Market Cap” and “Revenue”) are all valid choices
for aggregation-column in Pivot.
We therefore directly apply the GroupBy/Aggregation

prediction in Section 4.2, which would determine “Market
Cap” and “Revenue” in Figure 7 as aggregation-column,
and the rest as index/header. From here, users can pick
columns of interest for the desired Pivot. In Figure 7, users
would pick “Sector”, “Ticker”, “Company”, “Year” as relevant
dimensions, and “Revenue” as the aggregation-column.

Predict to Split Index vs. Header. From user-selected
dimension columns, our second prediction task is to auto-
matically identify a “good” placement of these columns by
splitting them into index vs. header, which is di�cult for
users and typically require multiple trial-and-errors.

E������ 3. Users have selected { Sector, Ticker, Company,
Year } from Figure 7 as desired dimension columns. Since

they can either be arranged as index (on the left of the result-
ing Pivot) or header (on the top), there are a total of 24 = 16
possible choices to Pivot. Many of these arrangements are,
however, not ideal.
Figure 8 shows one such example. Observe that since

{ Company, Ticker, Year } are selected as index, while { Sec-
tor } as header, it creates a large number of “NULL” entries
in the resulting Pivot-table, because of a strong dependency
between “Sector” and “Company”. Splitting the two columns
with one at the top and one to the left of the resulting Pivot
would create a large number of empty cells (with 20 indus-
tries in the table, roughly 95% of the entries in the resulting
Pivot is empty).
Similarly arranging “Company” and “Ticker” to di�erent

sides of Pivot is also undesirable as it creates even more
number of empty cells.

These bad Pivots are unlikely to be selected by data scien-
tists and in the data we collect.

We formulate the problem of splitting dimension columns
into index vs. header as an optimization problem. Speci�-
cally, given columns C = {Ci } that users select as dimensions
for the desired Pivot, we need to partition them into index
vs. header. This requires us to consider desirable factors
such as minimizing emptiness, which we will �rst quantify.
Speci�cally, given two columns Ci ,Cj , we model their

“a�nity score”, denoted by a(Ci ,Cj ), as the likelihood of
Ci ,Cj being on the same side of Pivot (both in index or
header), which can be seen as their conceptual “closeness”.
To do so, from a large number of Pivot-tables collected from
notebooks, we build a regression model to learn the a�nity
score between any pair of columns, using two features:
• Emptiness-reduction-ratio: This reduction ratio is de�ned
as | {u |u 2T (Ci )} | | {� |� 2T (Cj )} |

| {(u,�) |(u,�)2T (Ci ,Cj )} | , where T (C) denotes values in
column C 2 T . This ratio shows how much emptiness
we can “save” multiplicatively by arranging Ci and Cj
on the same side. For example, Figure 8 has 20 sectors
and 1000 companies, so the reduction-ratio for Sector and
Company is 20⇤1000

1000 = 20, which is signi�cant. However
the reduction-ratio between Year and Sector is 3⇤20

60 = 1,
indicating no saving. Attributes with higher reduction-
ratio should ideally be arranged on the same side to reduce
emptiness of the resulting Pivot.

• Column-position-di�erence: This is the relative di�erence of
positions betweenCi andCj inT . What we observe is that
columns that are close to each other in T are more likely

Figure 7: Example Pivot operation that creates two-dimensional Pivot-table (right) from an input table (left).

Figure 8: Example of a “bad” Pivot-table (with many
NULLs) that uses the same dimensions as Figure 7.
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Pivot, which typically takes many trials to get right.
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in a Pivot table. Similarly, the candidate Aggregation columns
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prediction in Section 4.2, which would determine “Market
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between “Sector” and “Company”. Splitting the two columns
with one at the top and one to the left of the resulting Pivot
would create a large number of empty cells (with 20 indus-
tries in the table, roughly 95% of the entries in the resulting
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sides of Pivot is also undesirable as it creates even more
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These bad Pivots are unlikely to be selected by data scien-
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We formulate the problem of splitting dimension columns
into index vs. header as an optimization problem. Speci�-
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for the desired Pivot, we need to partition them into index
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Speci�cally, given two columns Ci ,Cj , we model their

“a�nity score”, denoted by a(Ci ,Cj ), as the likelihood of
Ci ,Cj being on the same side of Pivot (both in index or
header), which can be seen as their conceptual “closeness”.
To do so, from a large number of Pivot-tables collected from
notebooks, we build a regression model to learn the a�nity
score between any pair of columns, using two features:
• Emptiness-reduction-ratio: This reduction ratio is de�ned
as | {u |u 2T (Ci )} | | {� |� 2T (Cj )} |

| {(u,�) |(u,�)2T (Ci ,Cj )} | , where T (C) denotes values in
column C 2 T . This ratio shows how much emptiness
we can “save” multiplicatively by arranging Ci and Cj
on the same side. For example, Figure 8 has 20 sectors
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1000 = 20, which is signi�cant. However
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indicating no saving. Attributes with higher reduction-
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We additionally evaluate the precision/recall/F1 of the
columns predicted to Unpivot/Collapse, by comparing with
the ground-truth. These results are shown in the last three
columns of Table 9. It can be seen that over 90% of columns
that we predict to Unpivot overlap with the ground-truth,
suggesting that while our approach only gets 67% cases fully
correct, many of the incorrect ones are mostly partially cor-
rect. From the suggested Unpivot, users may be able to use
drag/drop to add/remove columns from the suggested list to
quickly converge to the desired result.

6.6 Predict Next Operator

operator groupby join concat dropna �llna pivot unpivot
percentage 33.3% 27.6% 12.2% 10.8% 9.6% 4.1% 2.4%

Table 10: Distribution of operators in data �ows.

method prec@1 prec@2 recall@1 recall@2
A����S������ 0.72 0.79 0.72 0.85

RNN 0.56 0.68 0.56 0.77
N-gram model 0.40 0.53 0.40 0.66
Single-Operators 0.32 0.41 0.32 0.50

Random 0.23 0.35 0.24 0.42

Table 11: Precision for next operator prediction.

We now describe an evaluation of the next-operator pre-
diction task (Section 5). The distribution of operators in the
crawled pipelines is shown in Table 10.

We compare results between the following methods.
• A����S������. This is the proposed approach using a
deep model architecture in Figure 13 (implemented using
Keras [11]), which combines signals from both sequence
modeling using RNN, as well as the characteristics of input
tables captured by single-operator predictions (Section 4).

• RNN [67]. We also compare with a neural RNN model,
which is e�ective for language modeling tasks in NLP
(given a pre�x of words, predict the next likely word). This
approach uses sequence information only.

• N-gram language model. N-gram [66] is another popular
language modeling approach for sequence prediction. Like
RNN, this uses sequence only. We implement this using
the popular NLTK [64], with trigrams and MLE estimator.

• Single-Operators. In addition to sequence-based models,
we also compare with a baseline that combines predictions
from all single-operator models on given table Ti . Such an
approach makes predictions using only the characteristics
of input tables, without considering operators invoked in
the past. It provides a reference point to see how much
additional bene�t can be obtained by using the sequence
history.
Table 11 shows the comparison. A����S������ clearly

improves over other approaches, and can predict the next
operator correctly 72% of the times at top-1, which we think

is reasonable given that there are 7 possible operators in the
candidate space.

Among sequence-based approaches, RNN is substantially
more accurate than N-gram, showing its strength in mod-
eling sequences, and is the reason we chose RNN as the
starting point of our model in Figure 13. There is a sizable
gap between A����S������ and RNN, showing a substantial
bene�t by considering the characteristics of the input table
(e.g., when the input table looks like a Pivot table, the single-
operator Unpivot-predictor would give a strong con�dence
score, boosting our next-operator prediction to be Unpivot).
Single-Operators uses only information from input tables

and not the sequence, which is also less accurate, showing
the need to take into account both sequences and the input
tables, as is the approach we take in A����S������.

7 RELATEDWORKS
The research community has played a signi�cant role in
thought-leadership that has in�uenced the �eld of self-service
data preparation. Prominent examples include the line of
work started by Wrangler [59] and its commercial instantia-
tion Trifacta [28]. Various methods have been proposed in
the literature to automate di�erent data preparation steps,
some of which we will brie�y review here.
Data transformation is a common data preparation step.

Recent progress includes the use of the program-by-example
paradigm, which signi�cantly lowers the barrier to perform-
ing data transformations. Systems like FlashFill [49] and
Transform-Data-by-Example (TDE) [51] allow users to pro-
vide input/output examples to specify desired transforma-
tions. Transformation programs consistent with the given
examples are then synthesized using DSL [49, 76], or code
on GitHub [51]. This line of work has signi�cant impacts on
commercial systems (e.g. FlashFill is available in Excel [4],
TDE is used in Power BI [1, 27], etc.).

Signi�cant progress has also been made towards automat-
ing a variety of other important operators, such as data-
extraction [37, 41, 45, 61, 69], transformation-join [52, 81, 84],
table restructuring [35, 57, 75], error-detection [54, 55, 80, 82],
etc. Some of these advances have already in�uenced the
commercial space and given rise to new features in existing
commercial systems.

8 CONCLUSIONS
We in this work propose a data-driven approach to “learn”
how data scientists manipulate diverse data sets in Jupyter
notebooks, whose best-practices are then captured as predic-
tive models to recommend data-preparation steps for less-
technical users in self-service data prep software. We show
the promise of such an approach, and believe that leveraging
notebooks is a promising direction for future research.

AMPT (Section 4.3).4 Since we �nd no recommendation fea-
tures for Pivot in commercial systems, we compare with a
few related methods studied in other contexts.
• A�nity [65]. ShowMe [65] is an in�uential approach from
the Visualization literature that studies best practices to
present data based on the type of visualization. For “cross-
tab” (which is similar to Pivot in spirit), an a�nity heuristic
is proposed to group together attributes with hierarchical
relationships (e.g., FD-like attributes).

• Type-Rules [43](Page 33, Section II). This patent publication
touches on a few simple heuristics that can be used to
automatically place attributes in a pivot table based on
data types (e.g., date-time, numeric attributes, etc.).

• Min-Emptiness. This is one of the signals considered in
our AMPT, which utilizes the observation that columns
with strong semantic dependency (e.g., “Ticker” and “Com-
pany”) should be arranged to the same side to reduce empty
cells in the resulting Pivot. We develop a greedy base-
line that minimizes the fraction of empty cells (by itera-
tively merging pairs of columns with maximum emptiness-
reduction-ratio).

• Balanced-Split. Since pivot-tables are often balanced in
terms of width vs. height, this approach cuts given index/-
header columns in a balanced manner.
Table 8 shows the quality comparison. When evaluated

using full-accuracy (i.e. the split has to be completely identi-
cal to the ground-truth), our approach gets 77% of the cases
correct. Both Min-Emptiness and A�nity are quite compet-
itive, showing that minimizing empty cells is a reasonably
e�ective approach to producing Pivot tables (which is a fac-
tor considered by AMPT). Type-Rules uses a static rule-based
heuristics, which performs substantially worse, showing that
it cannot handle diverse Pivot cases in practice.
In addition to full-accuracy, we also measure how close

the predicted split is to the ground-truth. Here, we use the
Rand-Index (RI) from the clustering literature [70] to evaluate
result quality, where RI = #-correct-edges

#-total-edges , in which an edge e
is deemed correct if the assignments of two vertices incident
to e are the same in the prediction and the ground-truth (e.g.,
the two are in the same cluster or not). RI gives partial-credit
to predictions that are close enough to the ground-truth,
where full-accuracy only produces 0/1 scores.

We report RI numbers in the second column of Table 8,
which are consistent with the full-accuracy evaluation. This
again shows the bene�t of AMPT that uses a principled
optimization-based formulation.
6.5.5 Predict Columns to Unpivot.
For Unpivot, recall that the prediction task is to select the
set of columns to “collapse” into two new columns.

4We omit details on predicting Index/header columns, as it is identical to
GroupBy column prediction, and our approach has high accuracy (0.96).

method full-accuracy Rand-Index (RI)
A����S������ 77% 0.87

A�nity 42% 0.56
Type-Rules 19% 0.55

Min-Emptiness 46% 0.70
Balanced-Cut 14% 0.55

Table 8: Pivot: splitting index/header columns.
method full

accuracy
column
precision

column
recall

column
F1

A����S������ 67% 0.93 0.96 0.94
Pattern-similarity 21% 0.64 0.46 0.54
Col-name-similarity 27% 0.71 0.53 0.61

Data-type 44% 0.87 0.92 0.89
Contiguous-type 46% 0.80 0.83 0.81
Table 9: Unpivot: Column prediction.

We observe that input tables in the Unpivot operations
we collect are typically wide, with 183 columns on average.
Furthermore, 170 out of the 183 columns need to be collapsed
in Unpivot on average, leaving the remaining 13 columns
untouched. Given the large number of choices this presents,
it is clearly a di�cult prediction task.
Like Pivot, there are no recommendation-based features

in the commercial systems we surveyed. There is also no
existing methods in the literature that directly address the
problem of predicting Unpivot. We therefore compare A����
S������with a few related methods that are studied in other
contexts.
• Pattern-similarity [58]. In studying methods to restructure
tables, the authors in [58] use a heuristic to Unpivot related
columns, which is measured by a form of pattern similarity
that they de�ne.

• Col-name-similarity [79]. This patent publication studies
data deduplication, and proposes a few heuristics to �nd
similar columns that can be collapsed/Unpivoted, the �rst
of which is based on column-name similarity (measured
in Jaccard). We implement it as the col-name-similarity
baseline.

• Data-type [79]. A second heuristic proposed in [79] uses
data types (e.g., string vs. numbers) to �nd related columns,
and is also a baseline we compare with.

• Contiguous-type [79]. This improves on Data-type method
above, by additionally requiring Unpivot columns to be
contiguous in input table T .
Table 9 shows the comparison of prediction quality. When

evaluated using full-accuracy (the full set of columns pre-
dicted for Unpivot has to be identical to ground-truth),A����
S������ uses the CMUT formulation and can correctly solve
67% of the cases, substantially better than other methods.
While there is clearly room for improvement in the future,
the fact that input tables for Unpivot have 183 columns on
average makes us believe that it is a really challenging task.

We note that other methods are substantially less accurate,
with Contiguous-type being the second-best approach.

https://congyan.org/JupyterNotebooks.pdf


Assignment 3
• Same Salary Data 
• Start with Pandas 
• Hopefully Wrangler
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Data Cleaning Types
• How can statistical techniques improve efficiency or reliability of data 

cleaning? (Data Cleaning with Statistics)  
- Example: Trifacta 

• How how can we improve the reliability of statistical analytics with data 
cleaning? (Data Cleaning for Statistics)  

- Example: SampleClean 

14
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Misconceptions about Data Cleaning
• Surveyed Technology Professionals 
• The end goal of data cleaning is clean data 
- "We typically clean our data until the desired analytics works without error." 

• Data cleaning is a sequential operation  
- "[It’s an] iterative process, where I assess biggest problem, devise a fix, re-

evaluate. It is dirty work." 
• Data cleaning is performed by one person 
- "There are often long back and forths with senior data scientists, devs, and 

the business units that provided the data on data quality."

15
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Misconceptions about Data Cleaning
• Data quality is easy to evaluate 
- "I wish there were a more rigorous way to do this but we look at the models 

and guess if the data are correct" 
- "Other than common sense we do not have a procedure to do this" 
- "Usually [a data error] is only caught weeks later after someone notices."

16
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Data Cleaning
• Two key tasks: 
- Error Detection 
- Data Repairing
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Single-Source Problems

Schema Level
(Lack of integrity
constraints, poor
schema design)

Instance Level
(Data entry errors)

Multi-Source Problems

Schema Level Instance Level

Data Quality Problems

- Naming conflicts
- Structural conflicts
…

- Inconsistent aggregating
- Inconsistent timing 
…

(Heterogeneous
data models and
schema designs)

(Overlapping,
contradicting and
inconsistent data)

- Uniqueness
- Referential integrity
…

- Misspellings
- Redundancy/duplicates
- Contradictory values
…

Figure 2. Classification of data quality problems in data sources

2.1 Single-source problems
The data quality of a source largely depends on the degree to which it is governed by schema and integrity
constraints controlling permissable data values.  For sources without schema, such as files, there are few
restrictions on what data can be entered and stored, giving rise to a high probability of errors and
inconsistencies. Database systems, on the other hand, enforce restrictions of a specific data model (e.g., the
relational approach requires simple attribute values, referential integrity, etc.) as well as application-specific
integrity constraints. Schema-related data quality problems thus occur because of the lack of appropriate
model-specific or application-specific integrity constraints, e.g., due to data model limitations or poor
schema design, or because only a few integrity constraints were defined to limit the overhead for integrity
control. Instance-specific problems relate to errors and inconsistencies that cannot be prevented at the
schema level (e.g., misspellings).

Scope/Problem Dirty Data Reasons/Remarks
Attribute Illegal values bdate=30.13.70 values outside of domain range
Record Violated attribute

dependencies
age=22, bdate=12.02.70 age = (current date – birth date)

should hold
Record
type

Uniqueness
violation

emp1=(name=”John Smith”, SSN=”123456”)
emp2=(name=”Peter Miller”, SSN=”123456”)

uniqueness  for SSN (social security
number) violated

Source Referential
integrity violation

emp=(name=”John Smith”, deptno=127) referenced department (127) not defined

Table 1. Examples for single-source problems at schema level (violated integrity constraints)
For both schema- and instance-level problems we can differentiate different problem scopes: attribute (field),
record, record type and source; examples for the various cases are shown in Tables 1 and 2. Note that
uniqueness constraints specified at the schema level do not prevent duplicated instances, e.g., if information
on the same real world entity is entered twice with different attribute values (see example in Table 2).

Scope/Problem Dirty Data Reasons/Remarks
Missing values phone=9999-999999 unavailable values during data entry

(dummy values or null)
Misspellings city=”Liipzig” usually typos, phonetic errors
Cryptic values,
Abbreviations

experience=”B”;
occupation=”DB Prog.”

Embedded values name=”J. Smith 12.02.70 New York” multiple values entered in one attribute
(e.g. in a free-form field)

Attribute

Misfielded values city=”Germany”
Record Violated attribute

dependencies
city=”Redmond”, zip=77777 city and zip code should correspond

Word
transpositions

name1= “J. Smith”, name2=”Miller P.” usually in a free-form field

Duplicated records emp1=(name=”John Smith”,...);
emp2=(name=”J. Smith”,...)

same employee represented twice due to
some data entry errors

Record
type

Contradicting
records

emp1=(name=”John Smith”, bdate=12.02.70);
emp2=(name=”John Smith”, bdate=12.12.70)

the same real world entity is described by
different values

Source Wrong references emp=(name=”John Smith”, deptno=17) referenced department (17) is defined but
wrong

Table 2. Examples for single-source problems at instance level

Classifying Data Quality Problems
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Figure 2. Classification of data quality problems in data sources

2.1 Single-source problems
The data quality of a source largely depends on the degree to which it is governed by schema and integrity
constraints controlling permissable data values.  For sources without schema, such as files, there are few
restrictions on what data can be entered and stored, giving rise to a high probability of errors and
inconsistencies. Database systems, on the other hand, enforce restrictions of a specific data model (e.g., the
relational approach requires simple attribute values, referential integrity, etc.) as well as application-specific
integrity constraints. Schema-related data quality problems thus occur because of the lack of appropriate
model-specific or application-specific integrity constraints, e.g., due to data model limitations or poor
schema design, or because only a few integrity constraints were defined to limit the overhead for integrity
control. Instance-specific problems relate to errors and inconsistencies that cannot be prevented at the
schema level (e.g., misspellings).

Scope/Problem Dirty Data Reasons/Remarks
Attribute Illegal values bdate=30.13.70 values outside of domain range
Record Violated attribute

dependencies
age=22, bdate=12.02.70 age = (current date – birth date)

should hold
Record
type

Uniqueness
violation

emp1=(name=”John Smith”, SSN=”123456”)
emp2=(name=”Peter Miller”, SSN=”123456”)

uniqueness  for SSN (social security
number) violated

Source Referential
integrity violation

emp=(name=”John Smith”, deptno=127) referenced department (127) not defined

Table 1. Examples for single-source problems at schema level (violated integrity constraints)
For both schema- and instance-level problems we can differentiate different problem scopes: attribute (field),
record, record type and source; examples for the various cases are shown in Tables 1 and 2. Note that
uniqueness constraints specified at the schema level do not prevent duplicated instances, e.g., if information
on the same real world entity is entered twice with different attribute values (see example in Table 2).

Scope/Problem Dirty Data Reasons/Remarks
Missing values phone=9999-999999 unavailable values during data entry

(dummy values or null)
Misspellings city=”Liipzig” usually typos, phonetic errors
Cryptic values,
Abbreviations

experience=”B”;
occupation=”DB Prog.”

Embedded values name=”J. Smith 12.02.70 New York” multiple values entered in one attribute
(e.g. in a free-form field)

Attribute

Misfielded values city=”Germany”
Record Violated attribute

dependencies
city=”Redmond”, zip=77777 city and zip code should correspond

Word
transpositions

name1= “J. Smith”, name2=”Miller P.” usually in a free-form field

Duplicated records emp1=(name=”John Smith”,...);
emp2=(name=”J. Smith”,...)

same employee represented twice due to
some data entry errors

Record
type

Contradicting
records

emp1=(name=”John Smith”, bdate=12.02.70);
emp2=(name=”John Smith”, bdate=12.12.70)

the same real world entity is described by
different values

Source Wrong references emp=(name=”John Smith”, deptno=17) referenced department (17) is defined but
wrong

Table 2. Examples for single-source problems at instance level

Single-Source Schema Problems
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Figure 2. Classification of data quality problems in data sources

2.1 Single-source problems
The data quality of a source largely depends on the degree to which it is governed by schema and integrity
constraints controlling permissable data values.  For sources without schema, such as files, there are few
restrictions on what data can be entered and stored, giving rise to a high probability of errors and
inconsistencies. Database systems, on the other hand, enforce restrictions of a specific data model (e.g., the
relational approach requires simple attribute values, referential integrity, etc.) as well as application-specific
integrity constraints. Schema-related data quality problems thus occur because of the lack of appropriate
model-specific or application-specific integrity constraints, e.g., due to data model limitations or poor
schema design, or because only a few integrity constraints were defined to limit the overhead for integrity
control. Instance-specific problems relate to errors and inconsistencies that cannot be prevented at the
schema level (e.g., misspellings).

Scope/Problem Dirty Data Reasons/Remarks
Attribute Illegal values bdate=30.13.70 values outside of domain range
Record Violated attribute

dependencies
age=22, bdate=12.02.70 age = (current date – birth date)

should hold
Record
type

Uniqueness
violation

emp1=(name=”John Smith”, SSN=”123456”)
emp2=(name=”Peter Miller”, SSN=”123456”)

uniqueness  for SSN (social security
number) violated

Source Referential
integrity violation

emp=(name=”John Smith”, deptno=127) referenced department (127) not defined

Table 1. Examples for single-source problems at schema level (violated integrity constraints)
For both schema- and instance-level problems we can differentiate different problem scopes: attribute (field),
record, record type and source; examples for the various cases are shown in Tables 1 and 2. Note that
uniqueness constraints specified at the schema level do not prevent duplicated instances, e.g., if information
on the same real world entity is entered twice with different attribute values (see example in Table 2).

Scope/Problem Dirty Data Reasons/Remarks
Missing values phone=9999-999999 unavailable values during data entry

(dummy values or null)
Misspellings city=”Liipzig” usually typos, phonetic errors
Cryptic values,
Abbreviations

experience=”B”;
occupation=”DB Prog.”

Embedded values name=”J. Smith 12.02.70 New York” multiple values entered in one attribute
(e.g. in a free-form field)

Attribute

Misfielded values city=”Germany”
Record Violated attribute

dependencies
city=”Redmond”, zip=77777 city and zip code should correspond

Word
transpositions

name1= “J. Smith”, name2=”Miller P.” usually in a free-form field

Duplicated records emp1=(name=”John Smith”,...);
emp2=(name=”J. Smith”,...)

same employee represented twice due to
some data entry errors

Record
type

Contradicting
records

emp1=(name=”John Smith”, bdate=12.02.70);
emp2=(name=”John Smith”, bdate=12.12.70)

the same real world entity is described by
different values

Source Wrong references emp=(name=”John Smith”, deptno=17) referenced department (17) is defined but
wrong

Table 2. Examples for single-source problems at instance level

Single-Source Instance Problems
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Given that cleaning data sources is an expensive process, preventing dirty data to be entered is obviously an
important step to reduce the cleaning problem. This requires an appropriate design of the database schema
and integrity constraints as well as of data entry applications. Also, the discovery of data cleaning rules
during warehouse design can suggest improvements to the constraints enforced by existing schemas.

2.2 Multi-source problems
The problems present in single sources are aggravated when multiple sources need to be integrated. Each
source may contain dirty data and the data in the sources may be represented differently, overlap or
contradict. This is because the sources are typically developed, deployed and maintained independently to
serve specific needs. This results in a large degree of heterogeneity w.r.t. data management systems, data
models, schema designs and the actual data.
At the schema level, data model and schema design differences are to be addressed by the steps of schema
translation and schema integration, respectively. The main problems w.r.t. schema design are naming and
structural conflicts [2][24][17]. Naming conflicts arise when the same name is used for different objects
(homonyms) or different names are used for the same object (synonyms). Structural conflicts occur in many
variations and refer to different representations of the same object in different sources, e.g., attribute vs. table
representation, different component structure, different data types, different integrity constraints, etc.
In addition to schema-level conflicts, many conflicts appear only at the instance level (data conflicts). All
problems from the single-source case can occur with different representations in different sources (e.g.,
duplicated records, contradicting records,…). Furthermore, even when there are the same attribute names and
data types, there may be different value representations (e.g., for marital status) or different interpretation of
the values (e.g., measurement units Dollar vs. Euro) across sources. Moreover, information in the sources
may be provided at different aggregation levels (e.g., sales per product vs. sales per product group) or refer
to different points in time (e.g. current sales as of yesterday for source 1 vs. as of last week for source 2).
A main problem for cleaning data from multiple sources is to identify overlapping data, in particular
matching records referring to the same real-world entity (e.g., customer). This problem is also referred to as
the object identity problem [11], duplicate elimination or the merge/purge problem [15]. Frequently, the
information is only partially redundant and the sources may complement each other by providing additional
information about an entity. Thus duplicate information should be purged out and complementing
information should be consolidated and merged in order to achieve a consistent view of real world entities.
Customer (source 1)
CID Name Street City Sex
 11 Kristen Smith 2 Hurley Pl South Fork, MN 48503 0
 24 Christian Smith Hurley St 2 S Fork MN 1
Client (source 2)
Cno LastName FirstName Gender Address Phone/Fax
24 Smith Christoph M 23 Harley St, Chicago

IL, 60633-2394
333-222-6542 /
333-222-6599

493 Smith Kris L. F 2 Hurley Place, South
Fork MN, 48503-5998

444-555-6666

Customers (integrated target with cleaned data)
No LName FName Gender Street City State ZIP Phone Fax CID Cno
1 Smith Kristen L. F 2 Hurley

Place
South
Fork

MN 48503-
5998

444-555-
6666

11 493

2 Smith Christian M 2 Hurley
Place

South
Fork

MN 48503-
5998

24

3 Smith Christoph M 23 Harley
Street

Chicago IL 60633-
2394

333-222-
6542

333-222-
6599

24

Figure 3. Examples of multi-source problems at schema and instance level

The two sources in the example of Fig. 3 are both in relational format but exhibit schema and data conflicts.
At the schema level, there are name conflicts (synonyms Customer/Client, Cid/Cno, Sex/Gender) and
structural conflicts (different representations for names and addresses). At the instance level, we note that
there are different gender representations (“0”/”1” vs. “F”/”M”) and presumably a duplicate record (Kristen
Smith). The latter observation also reveals that while Cid/Cno are both source-specific identifiers, their
contents are not comparable between the sources; different numbers (11/493) may refer to the same person
while different persons can have the same number (24). Solving these problems requires both schema

Multi-Source Schema & Instance Problems

21

[E. Rahm & H. H. Do, 2000] 
D. Koop, CSCI 640/490, Spring 2023

https://dbs.uni-leipzig.de/file/TBDE2000.pdf


SampleClean (and Variants)
• Dirty Data? 
- Missing Values 
- Duplicate Values 
- Incorrect Values 
- Inconsistent Values 

• Estimate query results using a sample of the data 
• Two ideas: 
- Direct Estimate 
- Correction
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Typical Data Cleaning Steps
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2. QUERY PROCESSING ON DIRTY DATA

Like other SAQP systems, our main focus is on aggregate
numerical queries (avg, sum, count, var, geomean, product)
of the form:

SELECT f(attrs) FROM table
WHERE predicate
GROUP BY attrs

When running the aggregate queries on large and dirty
datasets, there may be two separate sources of errors that
a↵ect result quality. (1) Sampling error: since data is large,
we may execute queries on a sample of the data to reduce
query times. (2) Data error: since real-world data is dirty,
queries on the dirty data also lead to inaccurate query re-
sults.

In this section, we first precisely characterize sampling and
data errors, and then present our SampleClean framework to
deal with these two types of errors. Throughout the section,
we will refer to the following example query on a dataset of
academic publications:

SELECT AVG(citation_count) FROM papers
GROUP BY pub_year

which finds the average number of citations of the publica-
tions published every year.

2.1 Sampling Error

There are many di↵erent ways to sample data; a data
sample could be either created online during the query
time [14,32,47,57] or built o✏ine from past query work-
loads [2,3,5,11]. Consider our example citation query. A
uniform random-sampling scheme randomly selects a set of
papers from papers such that every paper has an equal
probability of selection. To answer queries with a highly
selective predicate or a group-by clause, prior works em-
ploy stratified-sampling [1,3,32], which performs a uniform
random sampling scheme in each group, to guarantee that
every group has a large enough sample size to estimate a
good result. The approaches presented in this paper can
support both uniformly random samples and stratified sam-
ples. However, for simplicity, we present our analysis with
uniform samples.

Answering queries on a sample has an inherent uncer-
tainty since a di↵erent sample may yield a di↵erent result.
Quantifying this uncertainty has been extensively studied
in statistics [43]. Due to this uncertainty, we return confi-
dence intervals in addition to results. For example, given
a confidence probability (e.g., 95%), we can apply results
from sampling statistics to estimate the average number of
citations along with a confidence interval (e.g. ±10), which
means that the estimated average number is within ±10 of
the actual value with 95% probability. The confidence in-
terval quantifies the uncertainty introduced by sampling the
data.

2.2 Data Error

In this work, we focus on three types of data errors: value
error, condition error, and duplication error. We use our ex-
ample query to illustrate how these errors can a↵ect results.

Value error: When an error occurs in the aggregation at-
tributes of the query (i.e. citation_count), it will lead to an
incorrect aggregate result. For example, consider the dirty
data in Figure 1(a). The first paper t1 involves value error
since its citation count should be 144 instead of 18.

Condition error: When an error occurs in the predicate or
group-by attribute of the query (i.e. pub_year), there may

(a) Dirty Data

YFilter()(ICDE 2982002t10000
... .........

6871997Online(Aggr.t7

1569

1

106

cita%on
_count

18

107

298

CrowdERt6 2012

DataSpace 2008t5
t4 Aqua

YFilter Feb,(2002t3
t2 TinyDB 2005

11t1 CrowdDB

pub_year%tleid

1

2

2

#dup

1

1
1

3

(b) Cleaned Sample

6871997Online(Aggr.t7

1569

34

106

cita%on
_count

144

107

298

CrowdERt6 2012

DataSpace 2008t5
1999t4 Aqua

YFilter 2002t3
t2 TinyDB 2005

2011t1 CrowdDB

pub_year%tleid

Figure 1: An example of dirty data and cleaned
sample (Shaded cells denote dirty values, and their
cleaned values are in bold font).

be some tuples that are falsely added into or excluded from
a group, leading to an incorrect result. In Figure 1(a), the
first paper t1 also has condition error since it was published
in the year 2011 rather than 11.

Duplication error: If data contains duplicate tuples (e.g.,
di↵erent representations of the same paper), the aggregate
result will also be a↵ected. This type of error commonly
happens when the data is integrated from multiple sources.
For instance, in Figure 1(a), the third paper t3 has duplica-
tion error as it refers to the same paper as t10000.

While data cleaning can fix the data errors, cleaning the
entire data is usually time consuming, often requiring user
confirmation or crowdsourcing. For this reason, we have
developed the SampleClean framework.

2.3 SampleClean Framework

Figure 2 illustrates all of the components of our frame-
work. SampleClean first creates a random sample of dirty
data, and then applies a data-cleaning technique to clean
the sample. After cleaning the sample, SampleClean uses
the cleaned sample to answer aggregate queries. Sample-
Clean gives results that are unbiased which means in expec-
tation the estimates are equal to the query results if the
entire dataset was cleaned by the data-cleaning technique.
The SampleClean framework is independent of how sam-

ples are cleaned, and in this paper, we consider data cleaning
as a user-provided module. Specifically, for each tuple in the
sample, the cleaning module corrects the attribute values of
the tuple, and estimates the number of duplicates for the
tuple from the dirty data. For example, consider a sample,
S = {t1, t2, · · · , t7} of the dirty data in Figure 1(a). Fig-
ure 1(b) shows the corresponding cleaned sample. For the
first paper t1, we correct pub_year from 11 to 2011, correct
citation_count from 18 to 144, and identify two duplicate
papers (including t1 itself) in the dirty data.

2.3.1 Cleaning Value and Condition Errors
To reduce value errors and condition errors, the data-

cleaning technique only needs to clean attribute values in
the sample, and we can apply a variety of recently proposed
data cleaning techniques to achieve this. For example, out-
lier detection [31,35] and rule-based approaches [17,23] have
been proposed to solve this problem. In addition, Fan et
al. [24] proposed editing rules, master data and user con-
firmation to correct attribute values, and they proved that
their approaches can always obtain perfect cleaning results.
There are also some data-cleaning tools [19,46] that can fa-
cilitate users to clean data based on their domain knowledge.
For example, OpenRefine [46] allows users to define facets
on a per attribute basis, and helps them to quickly identify
incorrect attribute values via faceted search.

2.3.2 Identifying Duplicates
The SampleClean framework defines the duplicate factor

for a tuple as the number of times the tuple appears in the

Dirty and Cleaned Data
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Two Sources of Error
• Approximate Query Processing (AQP): Don't process the entire dataset, but 

use samples to get an approximate result 
• Now add dirty data 
• Two sources of error:
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describes SampleClean, View Cleaning, and ActiveClean respectively. Section 7 reviews the related work in
this field. In Section 8, we highlight some of the open problems and future directions of the SampleClean
project. Finally, we conclude in Section 9.

2 Background and Main Ideas

This section describes the key idea of SampleClean, namely, that data cleaning can be integrated with approx-
imate query processing leading to bounded approximations of clean query results for a fraction of the cleaning
cost.

2.1 Traditional Approximate Query Processing

A number of approximation schemes have been proposed including using Sampling, Wavelets, Sketching, and
Hashing (see Cormode et al. for a survey [16]). This article focuses on Sampling-based approximations and
we will use the term AQP to refer to such systems (e.g., BlinkDB[6]). Sampling-based approximate query
processing is a powerful technique that allows for fast approximate results on large datasets. It has been well
studied in the database community since the 1990s [27, 5, 36, 35], and methods such as BlinkDB [6] have drawn
renewed attention in recent big data research. An important aspect of this work is confidence intervals, as many
types of aggregates can be bounded with techniques such as concentration inequalities (e.g., Hoeffding bounds),
large-deviation inequalities (e.g., Central Limit Theorem), or empirically (e.g., Bootstrap). Suppose, there is a
relation R and a uniform sample S. AQP applies a query Q to S (possibly with some scaling c) to return an
estimate:

Q(R) ≈ est = c ·Q(S)

Traditionally, AQP sacrifices accuracy due to sampling for improved query latency. However in AQP, the
bounds on est assume that the only source of error is approximation error introduced by sampling, however, the
data itself may contain errors which could also affect query results. When the data itself is erroneous, a query
result on the full data–let alone a sample, will be incorrect. The main argument for SampleClean is that when
data errors significantly affect query results, sampling can be combined with data cleaning to actually improve
accuracy. This leads to a counter-intuitive result where it is possible that a query on a cleaned sample of data is
more accurate than a query on the entire dirty data.

2.2 Approximate Query Processing on Dirty Data

2.2.1 Two Sources of Errors: Sampling Error and Data Error

If R is dirty, then there is a true relation Rclean.
Q(Rclean) "= Q(R) ≈ est = c ·Q(S)

The error in est has two components: error due to sampling εs and error due to the difference with the cleaned
relation εc = Q(Rclean)−Q(R):

| Q(Rclean)− est |≤ εs + εc
While they are both forms of query result error, εs and εc are very different quantities. εs is a random

variable due to the sampling, and different samples would result in different realizations of εs. As a random
variable introduced by sampling, εs can be bounded by a variety of techniques as a function of the sample size.
On the other hand, εc is deterministic, and by definition is an unknown quantity until all the data is cleaned.
Thus, the bounds returned by a typical AQP framework on dirty data would neglect εc.

It is possible that Rclean "= R but εc = 0. Consider a sum query on the relation R(a), where a is a
numerical attribute. If half of the rows in R are corrupted with +1 and the other half are corrupted with−1, then
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Figure 2: The SampleClean framework.

entire table. To determine it, one way would be to estimate
its value from the sample. However, both analytical proofs
and empirical tests have shown that this method can lead to
highly inaccurate query results [10]. Therefore, in our pa-
per, we determine the duplication factor from the complete
relation.

It is important to note, however, that compared to full
cleaning, we only need to determine the duplication factor
for those tuples in the sample. As with other uses of sam-
pling, this can result in significant cost savings in duplicate
detection. In the following, we will describe how to apply ex-
isting deduplication techniques to compute the duplication
factor, and explain why it is cheaper to determine the du-
plication factor for a sample of the data, even though doing
so requires access to the complete relation.

Duplicate detection (also known as entity resolution) aims
to identify di↵erent tuples that refer to the same real-world
entity. This problem has been extensively studied for several
decades [22]. Most deduplication approaches consist of two
phases:

1. Blocking. Due to the large (quadratic) cost of all-

pair comparisons, data is partitioned into a number

of blocks, and duplicates are considered only within a

block. For instance, if we partition papers based on

conference_name, then only the papers that are pub-

lished in the same conference will be checked for dupli-

cates;

2. Matching. To decide whether two tuples are duplicates

or not, existing techniques typically model this problem

as a classification problem, and train a classifier to la-

bel each tuple pair as duplicate or non-duplicate [9].

In some recent research (and also at many compa-

nies) crowdsourcing is used to get humans to match

tuples [20,54].

A recent survey on duplicate detection has argued that the
matching phase is typically much more expensive than the
blocking phase [13]. For instance, an evaluation of the popu-
lar duplicate detection technique [9] shows that the matching
phase takes on the order of minutes for a dataset of thou-
sands of tuples [39]. This is especially true in the context of
crowdsourced matching where each comparison is performed
by a crowd worker costing both time and money. Sample-
Clean reduces the number of comparisons in the matching
phase, as we only have to match each tuple in the sample
with the others in its block. For example, if we sample 1% of
the table, then we can reduce the matching cost by a factor
of 100.

2.3.3 Result Estimation
After cleaning a sample, SampleClean uses the cleaned

sample to estimate the result of aggregate queries. Simi-
lar to existing SAQP systems, we can estimate query results
directly from the cleaned sample. However, due to data er-
ror, result estimation can be very challenging. For example,

consider the avg(citation_count) query in previous section.
Assume that the data has duplication errors and that papers
with a higher citation count tend to have more duplicates.
The greater the number of duplicates, the higher probability
a paper is sampled, and thus the cleaned sample may con-
tain more highly cited papers, leading to an over-estimated
citation count. We formalize these issues and propose the
RawSC approach to address them in Section 3.
Another quantity of interest is how much the dirty data

di↵ers from the cleaned data. We can estimate the mean
di↵erence based on comparing the dirty and cleaned sam-
ple, and then correct a query result on the dirty data with
this estimate. We describe this alternative approach, called
NormalizedSC, and compare its performance with RawSC
in Section 4.

SampleClean v.s. SAQP: SAQP assumes perfectly clean
data while SampleClean relaxes this assumption and makes
cleaning feasible. In RawSC, we take a sample of data, ap-
ply a data cleaning technique, and then estimate the result.
The result estimation is similar to SAQP, however, we re-
quire a few additional scaling factors related to the clean-
ing. On the other hand, NormalizedSC is quite di↵erent
from typical SAQP frameworks. NormalizedSC estimates
the average di↵erence between the dirty and cleaned data,
and this is only possible in systems that couple data clean-
ing and sampling. What is surprising about SampleClean
is that sampling a relatively small population of the overall
data makes it feasible to manually or algorithmically clean
the sample, and experiments confirm that this cleaning of-
ten more than compensates for the error introduced by the
sampling.

2.3.4 Example: SampleClean with OpenRefine
In this section, we will walk through an example imple-

mentation of SampleClean using OpenRefine [46] to clean
the data. Consider our example dirty dataset of publica-
tions in Figure 1(a). First, the user creates a sample of data
(e.g., 100 records) and loads this sample into the OpenRefine
spreadsheet interface. The user can use the tool to detect
data errors such as missing attributes, and fill in the cor-
rect values (e.g., from another data source or based on prior
domain expertise). Next, for deduplication, the system will
propose potential matches for each publication in the sam-
ple based on a blocking technique and the user can accept
or reject these matches. Finally, the clean sample with the
deduplication information is loaded back into the dataset.
In this example, sampling reduces the data cleaning e↵ort
for the user. The user needs to inspect only 100 records in-
stead of the entire dataset, and has no more than 100 sets
of potential duplicates to manually check.
To query this clean sample, we need to apply Sample-

Clean’s result estimation to ensure that the estimate remains
unbiased after cleaning since some records may have been
corrected, or marked as duplicates. In the rest of the paper,
we discuss the details of how to ensure unbiased estimates,
and how large the sample needs to be to get a result of
acceptable quality.

3. RawSC ESTIMATION

In this section, we present the RawSC estimation ap-
proach. RawSC takes a sample of data as input, applies
a data cleaning technique to the sample, runs an aggregate
query directly on the clean sample, and returns a result with
a confidence interval.

3.1 Sample Estimates

We will first introduce the estimation setting without data
errors and explain some results about estimates from sam-

SampleClean Framework
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Types of Direct Estimation Errors
• Attribute Errors: 
- value of one attribute is wrong 
- affect a single row 
- does not affect sampling 

• Duplication Errors 
- same items appear multiple times 
- those items are over-represented 
- count up duplicates and divide the influence
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3.3 Direct Estimation with Data Errors

We are actually interested in estimating an aggregate query on Rclean. However, since we do not have the clean
data, we cannot directly sample from Rclean. We must draw our sample from the dirty data R and then clean
the sample. Running an aggregate query on the cleaned sample is not equivalent to computing the query result
on a sample directly drawn from the clean data. Consider the case where data is duplicated, sampling from the
dirty data leads to an over representation of the duplicated data in the sample. Even if cleaning is subsequently
applied it does not change the fact that the sample is not uniform; and thus, the estimation method without errors
presented before does not apply. Our goal is to define a new function φclean(·), an analog to φ(·), that corrects
attribute values and re-scales to ensures that the estimate remains unbiased.

3.3.1 Attribute Errors

Attribute errors affect an individual row and thus do not change the sampling statistics. Consequently, if we
apply the φ(·) to the corrected tuple, we still preserve the uniform sampling properties of the sample S. In other
words, the probability that a given tuple is sampled is not changed by the cleaning, thus we define φclean(t) as:

φclean(t) = φ (Correct(t)) .

Note that the φ(·) for an avg query is dependent on the parameter kpred. If we correct values in the predicate
attributes, we need to recompute kpred in the cleaned sample.

3.3.2 Duplication Errors

The duplicated data is more likely to be sampled and thus be over-represented in the estimate of the mean. We
can address this with a weighted mean to reduce the effects of this over-representation. Furthermore, we can
incorporate this weighting into φclean(·). Specifically, if a tuple r is duplicated m = Numdup(r) times, then
it is m times more likely to be sampled, and we should down weight it with a 1

m factor compared to the other
tuples in the sample. We formalize this intuition with the following lemma (proved in [45]):

Lemma 1: Let R be a population with duplicated tuples. Let S ⊆ R be a uniform sample of size k. For each
ri ∈ S, let mi denote its number of duplicates in R. (1) For sum and count queries, applying φclean(ri) =
φ(ri)
mi

yields an unbiased estimate; (2) For an avg query, the result has to be scaled by the duplication rate d = k
k′ ,

where k′ =
∑

i
1
mi

, so using φclean(ri) = d · φ(ri)
mi

yields an unbiased estimate.

These results follow directly from importance sampling [32], where expected values can be estimated with
respect to one probability measure, and corrected to reflect the expectation with respect to another.

3.3.3 Summary and Algorithm

In Table 1, we describe the transformation φclean(·). Using this function, we formulate the direct estimation
procedure:

1. Given a sample S and an aggregation function f(·)
2. Apply φclean(·) to each ti ∈ S and call the resulting set φclean(S)
3. Calculate the mean µc, and the variance σ2

c of φclean(S)

4. Return µc ± λ
√

σ2
c

K
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Table 1: φclean(·) for count, sum, and avg. Note that N is the total size of dirty data (including duplicates).

Query φclean(·)
count Predicate(Correct(r)) ·N · 1

Numdup(r)

sum Predicate(Correct(r)) ·N · Correct(r)[a]Numdup(r)

avg Predicate(Correct(t)) · dk
kpred

· Correct(r)[a]Numdup(r)

3.4 Correction with Data Errors

Due to data errors, the result of the aggregation function f on the dirty population R differs from the true result
f(R) = f(Rclean) + ε. We derived a function φclean(·) for the direct estimation. We contrasted this function
with φ(·) which does not clean the data. Therefore, we can write:

f(R) =
1

N

∑

r∈R
φ(r) f(Rclean) =

1

N

∑

r∈R
φclean(t)

If we solve for ε, we find that:

ε =
1

N

∑

r∈R

(
φ(r)− φclean(r)

)

In other words, for every tuple r, we calculate how much φclean(r) changes φ(r). For a sample S, we can
construct the set of differences between the two functions:

Q = {φ(r1)− φclean(r1),φ(r2)− φclean(r2), · · · , φ(rK)− φclean(rK)}
The mean difference is an unbiased estimate of ε, the difference between f(R) and f(Rclean). We can subtract
this estimate from an existing aggregation of data to get an estimate of f(Rclean).

We derive the correction estimation procedure, which corrects an aggregation result:

1. Given a sample S and an aggregation function f(·)

2. Apply φ(·) and φclean(·) to each ri ∈ S and call the set of differences Q(S).

3. Calculate the mean µq, and the variance σq of Q(S)

4. Return (f(R)− µq)± λ
√

σ2
q

k

3.5 Analysis

Direct Estimate vs. Correction: In terms of the confidence intervals, we can analyze how direct estimation
compares to correction for a fixed sample size k. Direct estimation gives an estimate that is proportional to
the variance of the clean sample view: σ2

c
k . Correction gives and estimate proportional to the variance of the

differences before and after cleaning: σ2
q

k . σ2
q can be rewritten as
σ2
c + σ2

q − 2cov(S, Sclean)

cov(S, Sclean) is the covariance between the the variables φ(r) and φclean(r). Therefore, a correction will have
less variance when:

σ2
S ≤ 2cov(S, Sclean) (11)

If there are no errors Sclean = S and then cov(S, Sclean) = σ2
c clearly satisfying the condition. Generally,

if errors are small (i.e., the cleaned data is highly correlated with the dirty data) corrections will give higher
accuracy. In practice, we can run both the correction and the direct estimate and take the one with a narrower
confidence interval:

error2 ≤ O(
min{σ2

c ,σ
2
q}

k
) (12)
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Name Dirty Clean Pred % Dup
Rakesh Agarwal 353 211 18.13% 1.28

Jeffery Ullman 460 255 05.00% 1.65
Michael Franklin 560 173 65.09% 1.13

Figure 2: We can return the correct ranking with 95% probability after cleaning only 210 total samples. To
achieve a correct ranking with 99% probability, we require 326 samples to be cleaned.

Selectivity: Let p be the selectivity of the query and k be the sample size; that is, a fraction p records from the
relation satisfy the predicate. For these queries, we can model selectivity as a reduction of effective sample size
k · p making the estimate variance: O( 1

k∗p). Thus, the confidence interval’s size is scaled up by 1√
p . Just like

there is a tradeoff between accuracy and maintenance cost, for a fixed accuracy, there is also a tradeoff between
answering more selective queries and maintenance cost.

3.6 Results: Ranking Academic Authors

Microsoft maintains a public database of academic publications4. The errors in this dataset are primarily du-
plicated publications and mis-attributed publications. We selected publications from three database researchers:
Jeffrey Ullman, Michael Franklin, and Rakesh Agarwal. To clean a sample of publications, we first manually
removed the mis-attributions in the sample. Then, we applied the technique used in [44] to identify potential
duplicates for all of publications in our sample, and manually examined the potential matches. For illustration
purpose, we cleaned the entire dataset, and showed the cleaning results in Figure 2.

This table shows the difference between the reported number of publications (Dirty) and the number of
publications after our cleaning (Clean). We also diagnosed the errors and recorded the duplication ratio (Dup)
and the percentage of mis-attributed papers (Pred). Both Rakesh Agarwal and Michael Franklin had a large
number of mis-attributed papers due to other authors with the same name (64 and 402 respectively). Jeffery
Ullman had a comparatively larger number of duplicated papers (182).

If we were interested in ranking the authors, the dirty data would give us the wrong result. In Figure 2, we
plot the probability of a correct ranking as a function of number of cleaned records with SampleClean. We show
how we can return the correct ranking with 95% probability after cleaning only 210 total samples. To achieve
a correct ranking with 99% probability, we require 326 samples to be cleaned. In comparison, AllDirty always
returns an incorrect ranking. SampleClean provides a flexible way to achieve a desired confidence on decision
based on dirty data queries.

4 View Cleaning: Stale Views are Dirty Data [30]

Suppose the relation R is in fact a derived relation V of an underlying dirty database D. We explored how we
can efficiently apply a data cleaning operation to a sample of V . This extension has an important application in
approximate Materialized View maintenance, where we model a stale Materialized View as dirty data, and the
maintenance procedure as cleaning.

4http://academic.research.microsoft.com (Accessed Nov. 3, 2013)
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Figure 1: Comparison of the convergence
of the methods on two TPC-H datasets of
6M tuples with simulated errors 50% error
and 5% error. On the dataset with larger
errors, the direct estimate gives a narrower
confidence interval, and on the other the
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Q(Rclean) = Q(R). The interesting problem is when there are systematic errors[43] i.e., | εc |> 0. In other
words, the corruption that is correlated with the data, e.g., where every record is corrupted with a +1.

2.2.2 Key Idea I: Direct Estimate vs. Correction

The key quantity of interest is εc, and to be able to bound a query result on dirty data, requires that εc is 0 or
bound εc.

Direct Estimate: This technique is a direct extension of AQP to handle data cleaning. A set of k rows is
sampled uniformly at random from the dirty relation R resulting in a sample S. Data cleaning is applied to the
sample S resulting in Sclean. Data cleaning and sampling may change the statistical and scaling properties of
the query Q, so Q may have to be re-written to a query Q̂. Q̂ is applied to the sample Sclean and the result
is returned. There are a couple of important points to note about this techniques. First, as in AQP, the direct
estimate only processes a sample of data. Next, since it processes a cleaned sample of data, at no point is there
a dependence on the dirty data. As we will show later in the article, the direct estimate returns a result whose
accuracy is independent of the magnitude or rate of data error. One way to think about this technique is that it
ensures εc = 0 within the sample.

Correction: The direct estimate suffers a subtle drawback. Suppose, there are relatively few errors in the data.
The errors introduced by sampling may dominate any error reductions due to data cleaning. As an alternative,
we can try to estimate εc. A set of k rows is sampled uniformly at random from the dirty relation R resulting in
a sample S. Data cleaning is applied to the sample S resulting in Sclean. The difference in applying Q̂ to S and
Q̂ to Sclean gives an estimate of εc. The interpretation of this estimate is a correction to the query result on the
full dirty data. In contrast to the direct estimate, this technique requires processing the entire dirty data (but only
cleaning a sample). However, as we will later show, if errors are rare this technique gives significantly improved
accuracy over the direct estimates.

2.2.3 Key Idea II: Sampling to Improve Accuracy

Figure 1 plots error as a function of the cleaned sample size on a corrupted TPCH dataset for a direct estimate,
correction, and AllDirty (query on the full dirty data). In both cases, there is a break-even point (in terms of
number of cleaned samples) when the data cleaning has mitigated more data error than the approximation error
introduced by sampling. After this point, SampleClean improves query accuracy in comparison to AllDirty.
When errors are relatively rare (5% corruption rate), the correction is more accurate. When errors are more
significant (50% corruption rate), the direct estimate is more accurate. Note that the direct estimate returns
results of the same accuracy regardless of the corruption rate.
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Notes
• Duplicate Problem 
• Focuses on aggregate measures 
• How do we actually clean the data?
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Figure 4: (a) Systematic corruption in one variable can lead to a shifted model. (b) Mixed dirty and clean data
results in a less accurate model than no cleaning. (c) Small samples of only clean data can result in similarly
inaccurate models.

5.2 Problem Setup

This work focuses on a class of well analyzed predictive analytics problems; ones that can be expressed as the
minimization of convex loss functions. Examples includes all generalized linear models (including linear and
logistic regression), all variants of support vector machines, and in fact, avg and median are also special cases.

Formally, for labeled training examples {(xi, yi)}Ni=1, the problem is to find a vector of model parameters θ
by minimizing a loss function φ over all training examples:

θ∗ = argmin
θ

N∑

i=1

φ(xi, yi, θ)

Where φ is a convex function in θ. Without loss of generality, we will include regularization as part of the loss
function i.e., φ(xi, yi, θ) includes r(θ).

Definition 4 (Convex Data Analytics): A convex data analytics problem is specified by a set of features X ,
corresponding set of labels Y , and a parametrized loss function φ that is convex in its parameter θ. The result is
a model θ that minimizes the sum of losses over all features and labels.

ActiveClean Problem: Let R be a dirty relation, F (r) !→ (x, y) be a featurization that maps a record r ∈ R to
a feature vector x and label y, φ be a convex regularized loss, and C(r) !→ rclean be a cleaning technique that
maps a record to its cleaned value. Given these inputs, the ActiveClean problem is to return a reliable estimate
θ̂ of the clean model for any limit k on the number of times the data cleaning C(·) can be applied.

Reliable precisely means that the expected error in this estimate (i.e., L2 difference w.r.t a model trained
on a fully cleaned dataset) is bounded above by a monotonically decreasing function in k and a monotonically
decreasing function of the error of the dirty model. In other words, more cleaning implies more accuracy, and
less initial error implies faster convergence.

5.3 Model Updates

The main insight of this work is that, in Convex Data Analytics, sampling is naturally part of the query pro-
cessing. Mini-batch stochastic gradient descent (SGD) is an algorithm for finding the optimal value given the
convex loss and data. In mini-batch SGD, random subsets of data are selected at each iteration and the average
gradient is computed for every batch. Instead of calculating the average gradient for the batch w.r.t to the dirty
data, we apply data cleaning at that point–inheriting the convergence bounds from batch SGD. It is well known
that even for an arbitrary initialization SGD makes significant progress in less than one epoch (a pass through
the entire dataset) [10]. Furthermore in this setting, the dirty model can be much more accurate than an arbitrary
initialization; leading to highly accurate models without processing the entire data.
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Problem: Simpson's Paradox



ActiveClean
• Given dirty data and a mapping from the data to a feature vector and label, 

we want a reliable estimate of the clean model 
- reliable = bounded estimate 

• Solution: Use stochastic gradient descent (uses sampling!)
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Machine Learning and Data Cleaning
• Data cleaning important for machine learning 
- Filter dirty Data 
- Make learning robust to noise (early stopping?) 

• …but machine learning can also help data cleaning 
- No need for rules, just learn 
- Can include lots of features like statistical properties, integrity constraints 
- What about explainability?
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HoloClean
• A holistic data cleaning framework that combines qualitative methods with 

quantitative methods: 
- Qualitative: use integrity constraints or external data sources 
- Quantitative: use statistics of the data 

• Driven by probabilistic inference. Users only need to provide a dataset to be 
cleaned and describe high-level domain specific signals. 

• Can scale to large real-world dirty datasets and perform automatic repairs 
with high accuracy
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Figure 1: A variety of signals can be used for data cleaning: integrity constraints, external dictionaries, and quantitative statistics of
the input dataset. Using each signal in isolation can lead to repairs that do not fix all errors or even introduce new errors.

limited coverage of external resources or these methods may not be
applicable as for many domains a knowledge base may not exist.

Finally, data repairing methods that are based on statistical anal-
ysis [39, 49], leverage quantitative statistics of the input dataset,
e.g., co-occurrences of attribute values, and use those for cleaning.
These techniques overlook integrity constraints. Figure 1(G) shows
such a repair. As shown the “DBAName” and “City” fields of tuple
t4 are updated as their original values correspond to outliers with
respect to other tuples in the dataset. However, this repair does not
have sufficient information to fix the zip code of tuples t2 and t3.

In our example, if we combine repairs that are based on different
signals, we can repair all errors in the input dataset correctly. If
we combine the zip code and city repairs from Figure 1(F) with the
DBAName repair from Figure 1(G) we can repair all inaccuracies
in the input dataset. Nonetheless, combining heterogeneous signals
can be challenging. This is not only because each type of signal is
associated with different operations over the input data (e.g., in-
tegrity constraints require reasoning about the satisfiability of con-
straints while external information requires efficient matching pro-
cedures) but different signals may suggest conflicting repairs. For
instance, if we naively combine the repairs in Figure 1 we end up
with conflicts on the zip code of tuples t2 and t3. The repairs in
Figure 1(E) and (G) assign value “60609” while the repair in Fig-
ure 1(F) assigns value “60608”. This raises the main question we
answer in this paper: How can we combine all aforementioned sig-
nals in a single unified data cleaning framework, and which signals
are useful for repairing different records in an input dataset?

Our Approach. We introduce HoloClean, the first data cleaning
system that unifies integrity constraints, external data, and quanti-
tative statistics, to repair errors in structured data sets. Instead of
considering each signal in isolation, we use all available signals
to suggest data repairs. We consider the input dataset as a noisy
version of a hidden clean dataset and treat each signal as evidence
on the correctness of different records in that dataset. To combine
different signals, we rely on probability theory as it allows us to
reason about inconsistencies across those.

HoloClean automatically generates a probabilistic model [35]
whose random variables capture the uncertainty over records in the
input dataset. Signals are converted to features of the graphical
model and are used to describe the distribution characterizing the
input dataset. To repair errors, HoloClean uses statistical learning
and probabilistic inference over the generated model.

HoloClean exhibits significant improvements over state-of-the-
art data cleaning methods: we show that across multiple datasets

HoloClean finds repairs with an average precision of ⇠ 90% and
an average recall of ⇠ 76%, obtaining an average F1-score im-
provement of more than 2⇥ against state-of-the-art data repairing
methods. Specifically, we find that combining all signals yields an
F1-score improvement of 2.7⇥ against methods that only use in-
tegrity constraints, an improvement of 2.81⇥ against methods that
only leverage external information, and an improvement of 2.29⇥
against methods that only use quantitative statistics.

Technical Challenges. Probabilistic models provide a means for
unifying all signals. However, it is unclear that inference scales
to large data repairing instances. Probabilistic inference involves
two tasks: (i) grounding, which enumerates all possible interac-
tions between correlated random variables to materialize a factor
graph that represents the joint distribution over all variables, and
(ii) inference where the goal is to compute the marginal probability
for every random variable. These tasks are standard but non-trivial:

(1) Integrity constraints that span multiple attributes can cause com-
binatorial explosion problems. Grounding the interactions due to
integrity constraints requires considering all value combinations
that attributes of erroneous tuples can take. If attributes are al-
lowed to obtain values from large domains, inference can become
intractable. For example, we consider repairing the smallest dataset
in our experiments, which contains 1,000 tuples, and allow attributes
in erroneous tuples to obtain any value from the set of consistent as-
signments present in the dataset. Inference over the resulting proba-
bilistic model does not terminate after an entire day. Thus, we need
mechanisms that limit the possible value assignments for records
that need to be repaired by HoloClean’s probabilistic model.

(2) Integrity constraints introduce correlations between pairs of ran-
dom variables associated with tuples in the input dataset. Enumer-
ating these interactions during grounding results in factor graphs
of quadratic size in the number of tuples. For example, in our ex-
periments we consider a dataset with more than two million tuples.
Enforcing the integrity constraints over all pairs of tuples, yields a
factor graph with more than four trillion interactions across random
variables. Thus, we need to avoid evaluating integrity constraints
for pairs of tuples that cannot result in violations.

(3) Finally, probabilistic inference is #P-complete in the presence
of complex correlations, such as hard constraints. Thus, approxi-
mate inference techniques such as Gibbs sampling are required. In
the presence of complex correlations, Gibbs sampling is known to
require an exponential number of samples in the number of random
variables to mix [45], i.e., reach a stationary distribution. Neverthe-
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Figure 1: A variety of signals can be used for data cleaning: integrity constraints, external dictionaries, and quantitative statistics of
the input dataset. Using each signal in isolation can lead to repairs that do not fix all errors or even introduce new errors.

limited coverage of external resources or these methods may not be
applicable as for many domains a knowledge base may not exist.

Finally, data repairing methods that are based on statistical anal-
ysis [39, 49], leverage quantitative statistics of the input dataset,
e.g., co-occurrences of attribute values, and use those for cleaning.
These techniques overlook integrity constraints. Figure 1(G) shows
such a repair. As shown the “DBAName” and “City” fields of tuple
t4 are updated as their original values correspond to outliers with
respect to other tuples in the dataset. However, this repair does not
have sufficient information to fix the zip code of tuples t2 and t3.

In our example, if we combine repairs that are based on different
signals, we can repair all errors in the input dataset correctly. If
we combine the zip code and city repairs from Figure 1(F) with the
DBAName repair from Figure 1(G) we can repair all inaccuracies
in the input dataset. Nonetheless, combining heterogeneous signals
can be challenging. This is not only because each type of signal is
associated with different operations over the input data (e.g., in-
tegrity constraints require reasoning about the satisfiability of con-
straints while external information requires efficient matching pro-
cedures) but different signals may suggest conflicting repairs. For
instance, if we naively combine the repairs in Figure 1 we end up
with conflicts on the zip code of tuples t2 and t3. The repairs in
Figure 1(E) and (G) assign value “60609” while the repair in Fig-
ure 1(F) assigns value “60608”. This raises the main question we
answer in this paper: How can we combine all aforementioned sig-
nals in a single unified data cleaning framework, and which signals
are useful for repairing different records in an input dataset?

Our Approach. We introduce HoloClean, the first data cleaning
system that unifies integrity constraints, external data, and quanti-
tative statistics, to repair errors in structured data sets. Instead of
considering each signal in isolation, we use all available signals
to suggest data repairs. We consider the input dataset as a noisy
version of a hidden clean dataset and treat each signal as evidence
on the correctness of different records in that dataset. To combine
different signals, we rely on probability theory as it allows us to
reason about inconsistencies across those.

HoloClean automatically generates a probabilistic model [35]
whose random variables capture the uncertainty over records in the
input dataset. Signals are converted to features of the graphical
model and are used to describe the distribution characterizing the
input dataset. To repair errors, HoloClean uses statistical learning
and probabilistic inference over the generated model.

HoloClean exhibits significant improvements over state-of-the-
art data cleaning methods: we show that across multiple datasets

HoloClean finds repairs with an average precision of ⇠ 90% and
an average recall of ⇠ 76%, obtaining an average F1-score im-
provement of more than 2⇥ against state-of-the-art data repairing
methods. Specifically, we find that combining all signals yields an
F1-score improvement of 2.7⇥ against methods that only use in-
tegrity constraints, an improvement of 2.81⇥ against methods that
only leverage external information, and an improvement of 2.29⇥
against methods that only use quantitative statistics.

Technical Challenges. Probabilistic models provide a means for
unifying all signals. However, it is unclear that inference scales
to large data repairing instances. Probabilistic inference involves
two tasks: (i) grounding, which enumerates all possible interac-
tions between correlated random variables to materialize a factor
graph that represents the joint distribution over all variables, and
(ii) inference where the goal is to compute the marginal probability
for every random variable. These tasks are standard but non-trivial:

(1) Integrity constraints that span multiple attributes can cause com-
binatorial explosion problems. Grounding the interactions due to
integrity constraints requires considering all value combinations
that attributes of erroneous tuples can take. If attributes are al-
lowed to obtain values from large domains, inference can become
intractable. For example, we consider repairing the smallest dataset
in our experiments, which contains 1,000 tuples, and allow attributes
in erroneous tuples to obtain any value from the set of consistent as-
signments present in the dataset. Inference over the resulting proba-
bilistic model does not terminate after an entire day. Thus, we need
mechanisms that limit the possible value assignments for records
that need to be repaired by HoloClean’s probabilistic model.

(2) Integrity constraints introduce correlations between pairs of ran-
dom variables associated with tuples in the input dataset. Enumer-
ating these interactions during grounding results in factor graphs
of quadratic size in the number of tuples. For example, in our ex-
periments we consider a dataset with more than two million tuples.
Enforcing the integrity constraints over all pairs of tuples, yields a
factor graph with more than four trillion interactions across random
variables. Thus, we need to avoid evaluating integrity constraints
for pairs of tuples that cannot result in violations.

(3) Finally, probabilistic inference is #P-complete in the presence
of complex correlations, such as hard constraints. Thus, approxi-
mate inference techniques such as Gibbs sampling are required. In
the presence of complex correlations, Gibbs sampling is known to
require an exponential number of samples in the number of random
variables to mix [45], i.e., reach a stationary distribution. Neverthe-
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Figure 1: A variety of signals can be used for data cleaning: integrity constraints, external dictionaries, and quantitative statistics of
the input dataset. Using each signal in isolation can lead to repairs that do not fix all errors or even introduce new errors.

limited coverage of external resources or these methods may not be
applicable as for many domains a knowledge base may not exist.

Finally, data repairing methods that are based on statistical anal-
ysis [39, 49], leverage quantitative statistics of the input dataset,
e.g., co-occurrences of attribute values, and use those for cleaning.
These techniques overlook integrity constraints. Figure 1(G) shows
such a repair. As shown the “DBAName” and “City” fields of tuple
t4 are updated as their original values correspond to outliers with
respect to other tuples in the dataset. However, this repair does not
have sufficient information to fix the zip code of tuples t2 and t3.

In our example, if we combine repairs that are based on different
signals, we can repair all errors in the input dataset correctly. If
we combine the zip code and city repairs from Figure 1(F) with the
DBAName repair from Figure 1(G) we can repair all inaccuracies
in the input dataset. Nonetheless, combining heterogeneous signals
can be challenging. This is not only because each type of signal is
associated with different operations over the input data (e.g., in-
tegrity constraints require reasoning about the satisfiability of con-
straints while external information requires efficient matching pro-
cedures) but different signals may suggest conflicting repairs. For
instance, if we naively combine the repairs in Figure 1 we end up
with conflicts on the zip code of tuples t2 and t3. The repairs in
Figure 1(E) and (G) assign value “60609” while the repair in Fig-
ure 1(F) assigns value “60608”. This raises the main question we
answer in this paper: How can we combine all aforementioned sig-
nals in a single unified data cleaning framework, and which signals
are useful for repairing different records in an input dataset?

Our Approach. We introduce HoloClean, the first data cleaning
system that unifies integrity constraints, external data, and quanti-
tative statistics, to repair errors in structured data sets. Instead of
considering each signal in isolation, we use all available signals
to suggest data repairs. We consider the input dataset as a noisy
version of a hidden clean dataset and treat each signal as evidence
on the correctness of different records in that dataset. To combine
different signals, we rely on probability theory as it allows us to
reason about inconsistencies across those.

HoloClean automatically generates a probabilistic model [35]
whose random variables capture the uncertainty over records in the
input dataset. Signals are converted to features of the graphical
model and are used to describe the distribution characterizing the
input dataset. To repair errors, HoloClean uses statistical learning
and probabilistic inference over the generated model.

HoloClean exhibits significant improvements over state-of-the-
art data cleaning methods: we show that across multiple datasets

HoloClean finds repairs with an average precision of ⇠ 90% and
an average recall of ⇠ 76%, obtaining an average F1-score im-
provement of more than 2⇥ against state-of-the-art data repairing
methods. Specifically, we find that combining all signals yields an
F1-score improvement of 2.7⇥ against methods that only use in-
tegrity constraints, an improvement of 2.81⇥ against methods that
only leverage external information, and an improvement of 2.29⇥
against methods that only use quantitative statistics.

Technical Challenges. Probabilistic models provide a means for
unifying all signals. However, it is unclear that inference scales
to large data repairing instances. Probabilistic inference involves
two tasks: (i) grounding, which enumerates all possible interac-
tions between correlated random variables to materialize a factor
graph that represents the joint distribution over all variables, and
(ii) inference where the goal is to compute the marginal probability
for every random variable. These tasks are standard but non-trivial:

(1) Integrity constraints that span multiple attributes can cause com-
binatorial explosion problems. Grounding the interactions due to
integrity constraints requires considering all value combinations
that attributes of erroneous tuples can take. If attributes are al-
lowed to obtain values from large domains, inference can become
intractable. For example, we consider repairing the smallest dataset
in our experiments, which contains 1,000 tuples, and allow attributes
in erroneous tuples to obtain any value from the set of consistent as-
signments present in the dataset. Inference over the resulting proba-
bilistic model does not terminate after an entire day. Thus, we need
mechanisms that limit the possible value assignments for records
that need to be repaired by HoloClean’s probabilistic model.

(2) Integrity constraints introduce correlations between pairs of ran-
dom variables associated with tuples in the input dataset. Enumer-
ating these interactions during grounding results in factor graphs
of quadratic size in the number of tuples. For example, in our ex-
periments we consider a dataset with more than two million tuples.
Enforcing the integrity constraints over all pairs of tuples, yields a
factor graph with more than four trillion interactions across random
variables. Thus, we need to avoid evaluating integrity constraints
for pairs of tuples that cannot result in violations.

(3) Finally, probabilistic inference is #P-complete in the presence
of complex correlations, such as hard constraints. Thus, approxi-
mate inference techniques such as Gibbs sampling are required. In
the presence of complex correlations, Gibbs sampling is known to
require an exponential number of samples in the number of random
variables to mix [45], i.e., reach a stationary distribution. Neverthe-
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Figure 1: A variety of signals can be used for data cleaning: integrity constraints, external dictionaries, and quantitative statistics of
the input dataset. Using each signal in isolation can lead to repairs that do not fix all errors or even introduce new errors.

limited coverage of external resources or these methods may not be
applicable as for many domains a knowledge base may not exist.

Finally, data repairing methods that are based on statistical anal-
ysis [39, 49], leverage quantitative statistics of the input dataset,
e.g., co-occurrences of attribute values, and use those for cleaning.
These techniques overlook integrity constraints. Figure 1(G) shows
such a repair. As shown the “DBAName” and “City” fields of tuple
t4 are updated as their original values correspond to outliers with
respect to other tuples in the dataset. However, this repair does not
have sufficient information to fix the zip code of tuples t2 and t3.

In our example, if we combine repairs that are based on different
signals, we can repair all errors in the input dataset correctly. If
we combine the zip code and city repairs from Figure 1(F) with the
DBAName repair from Figure 1(G) we can repair all inaccuracies
in the input dataset. Nonetheless, combining heterogeneous signals
can be challenging. This is not only because each type of signal is
associated with different operations over the input data (e.g., in-
tegrity constraints require reasoning about the satisfiability of con-
straints while external information requires efficient matching pro-
cedures) but different signals may suggest conflicting repairs. For
instance, if we naively combine the repairs in Figure 1 we end up
with conflicts on the zip code of tuples t2 and t3. The repairs in
Figure 1(E) and (G) assign value “60609” while the repair in Fig-
ure 1(F) assigns value “60608”. This raises the main question we
answer in this paper: How can we combine all aforementioned sig-
nals in a single unified data cleaning framework, and which signals
are useful for repairing different records in an input dataset?

Our Approach. We introduce HoloClean, the first data cleaning
system that unifies integrity constraints, external data, and quanti-
tative statistics, to repair errors in structured data sets. Instead of
considering each signal in isolation, we use all available signals
to suggest data repairs. We consider the input dataset as a noisy
version of a hidden clean dataset and treat each signal as evidence
on the correctness of different records in that dataset. To combine
different signals, we rely on probability theory as it allows us to
reason about inconsistencies across those.

HoloClean automatically generates a probabilistic model [35]
whose random variables capture the uncertainty over records in the
input dataset. Signals are converted to features of the graphical
model and are used to describe the distribution characterizing the
input dataset. To repair errors, HoloClean uses statistical learning
and probabilistic inference over the generated model.

HoloClean exhibits significant improvements over state-of-the-
art data cleaning methods: we show that across multiple datasets

HoloClean finds repairs with an average precision of ⇠ 90% and
an average recall of ⇠ 76%, obtaining an average F1-score im-
provement of more than 2⇥ against state-of-the-art data repairing
methods. Specifically, we find that combining all signals yields an
F1-score improvement of 2.7⇥ against methods that only use in-
tegrity constraints, an improvement of 2.81⇥ against methods that
only leverage external information, and an improvement of 2.29⇥
against methods that only use quantitative statistics.

Technical Challenges. Probabilistic models provide a means for
unifying all signals. However, it is unclear that inference scales
to large data repairing instances. Probabilistic inference involves
two tasks: (i) grounding, which enumerates all possible interac-
tions between correlated random variables to materialize a factor
graph that represents the joint distribution over all variables, and
(ii) inference where the goal is to compute the marginal probability
for every random variable. These tasks are standard but non-trivial:

(1) Integrity constraints that span multiple attributes can cause com-
binatorial explosion problems. Grounding the interactions due to
integrity constraints requires considering all value combinations
that attributes of erroneous tuples can take. If attributes are al-
lowed to obtain values from large domains, inference can become
intractable. For example, we consider repairing the smallest dataset
in our experiments, which contains 1,000 tuples, and allow attributes
in erroneous tuples to obtain any value from the set of consistent as-
signments present in the dataset. Inference over the resulting proba-
bilistic model does not terminate after an entire day. Thus, we need
mechanisms that limit the possible value assignments for records
that need to be repaired by HoloClean’s probabilistic model.

(2) Integrity constraints introduce correlations between pairs of ran-
dom variables associated with tuples in the input dataset. Enumer-
ating these interactions during grounding results in factor graphs
of quadratic size in the number of tuples. For example, in our ex-
periments we consider a dataset with more than two million tuples.
Enforcing the integrity constraints over all pairs of tuples, yields a
factor graph with more than four trillion interactions across random
variables. Thus, we need to avoid evaluating integrity constraints
for pairs of tuples that cannot result in violations.

(3) Finally, probabilistic inference is #P-complete in the presence
of complex correlations, such as hard constraints. Thus, approxi-
mate inference techniques such as Gibbs sampling are required. In
the presence of complex correlations, Gibbs sampling is known to
require an exponential number of samples in the number of random
variables to mix [45], i.e., reach a stationary distribution. Neverthe-
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Figure 1: A variety of signals can be used for data cleaning: integrity constraints, external dictionaries, and quantitative statistics of
the input dataset. Using each signal in isolation can lead to repairs that do not fix all errors or even introduce new errors.

limited coverage of external resources or these methods may not be
applicable as for many domains a knowledge base may not exist.

Finally, data repairing methods that are based on statistical anal-
ysis [39, 49], leverage quantitative statistics of the input dataset,
e.g., co-occurrences of attribute values, and use those for cleaning.
These techniques overlook integrity constraints. Figure 1(G) shows
such a repair. As shown the “DBAName” and “City” fields of tuple
t4 are updated as their original values correspond to outliers with
respect to other tuples in the dataset. However, this repair does not
have sufficient information to fix the zip code of tuples t2 and t3.

In our example, if we combine repairs that are based on different
signals, we can repair all errors in the input dataset correctly. If
we combine the zip code and city repairs from Figure 1(F) with the
DBAName repair from Figure 1(G) we can repair all inaccuracies
in the input dataset. Nonetheless, combining heterogeneous signals
can be challenging. This is not only because each type of signal is
associated with different operations over the input data (e.g., in-
tegrity constraints require reasoning about the satisfiability of con-
straints while external information requires efficient matching pro-
cedures) but different signals may suggest conflicting repairs. For
instance, if we naively combine the repairs in Figure 1 we end up
with conflicts on the zip code of tuples t2 and t3. The repairs in
Figure 1(E) and (G) assign value “60609” while the repair in Fig-
ure 1(F) assigns value “60608”. This raises the main question we
answer in this paper: How can we combine all aforementioned sig-
nals in a single unified data cleaning framework, and which signals
are useful for repairing different records in an input dataset?

Our Approach. We introduce HoloClean, the first data cleaning
system that unifies integrity constraints, external data, and quanti-
tative statistics, to repair errors in structured data sets. Instead of
considering each signal in isolation, we use all available signals
to suggest data repairs. We consider the input dataset as a noisy
version of a hidden clean dataset and treat each signal as evidence
on the correctness of different records in that dataset. To combine
different signals, we rely on probability theory as it allows us to
reason about inconsistencies across those.

HoloClean automatically generates a probabilistic model [35]
whose random variables capture the uncertainty over records in the
input dataset. Signals are converted to features of the graphical
model and are used to describe the distribution characterizing the
input dataset. To repair errors, HoloClean uses statistical learning
and probabilistic inference over the generated model.

HoloClean exhibits significant improvements over state-of-the-
art data cleaning methods: we show that across multiple datasets

HoloClean finds repairs with an average precision of ⇠ 90% and
an average recall of ⇠ 76%, obtaining an average F1-score im-
provement of more than 2⇥ against state-of-the-art data repairing
methods. Specifically, we find that combining all signals yields an
F1-score improvement of 2.7⇥ against methods that only use in-
tegrity constraints, an improvement of 2.81⇥ against methods that
only leverage external information, and an improvement of 2.29⇥
against methods that only use quantitative statistics.

Technical Challenges. Probabilistic models provide a means for
unifying all signals. However, it is unclear that inference scales
to large data repairing instances. Probabilistic inference involves
two tasks: (i) grounding, which enumerates all possible interac-
tions between correlated random variables to materialize a factor
graph that represents the joint distribution over all variables, and
(ii) inference where the goal is to compute the marginal probability
for every random variable. These tasks are standard but non-trivial:

(1) Integrity constraints that span multiple attributes can cause com-
binatorial explosion problems. Grounding the interactions due to
integrity constraints requires considering all value combinations
that attributes of erroneous tuples can take. If attributes are al-
lowed to obtain values from large domains, inference can become
intractable. For example, we consider repairing the smallest dataset
in our experiments, which contains 1,000 tuples, and allow attributes
in erroneous tuples to obtain any value from the set of consistent as-
signments present in the dataset. Inference over the resulting proba-
bilistic model does not terminate after an entire day. Thus, we need
mechanisms that limit the possible value assignments for records
that need to be repaired by HoloClean’s probabilistic model.

(2) Integrity constraints introduce correlations between pairs of ran-
dom variables associated with tuples in the input dataset. Enumer-
ating these interactions during grounding results in factor graphs
of quadratic size in the number of tuples. For example, in our ex-
periments we consider a dataset with more than two million tuples.
Enforcing the integrity constraints over all pairs of tuples, yields a
factor graph with more than four trillion interactions across random
variables. Thus, we need to avoid evaluating integrity constraints
for pairs of tuples that cannot result in violations.

(3) Finally, probabilistic inference is #P-complete in the presence
of complex correlations, such as hard constraints. Thus, approxi-
mate inference techniques such as Gibbs sampling are required. In
the presence of complex correlations, Gibbs sampling is known to
require an exponential number of samples in the number of random
variables to mix [45], i.e., reach a stationary distribution. Neverthe-
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Figure 1: A variety of signals can be used for data cleaning: integrity constraints, external dictionaries, and quantitative statistics of
the input dataset. Using each signal in isolation can lead to repairs that do not fix all errors or even introduce new errors.

limited coverage of external resources or these methods may not be
applicable as for many domains a knowledge base may not exist.

Finally, data repairing methods that are based on statistical anal-
ysis [39, 49], leverage quantitative statistics of the input dataset,
e.g., co-occurrences of attribute values, and use those for cleaning.
These techniques overlook integrity constraints. Figure 1(G) shows
such a repair. As shown the “DBAName” and “City” fields of tuple
t4 are updated as their original values correspond to outliers with
respect to other tuples in the dataset. However, this repair does not
have sufficient information to fix the zip code of tuples t2 and t3.

In our example, if we combine repairs that are based on different
signals, we can repair all errors in the input dataset correctly. If
we combine the zip code and city repairs from Figure 1(F) with the
DBAName repair from Figure 1(G) we can repair all inaccuracies
in the input dataset. Nonetheless, combining heterogeneous signals
can be challenging. This is not only because each type of signal is
associated with different operations over the input data (e.g., in-
tegrity constraints require reasoning about the satisfiability of con-
straints while external information requires efficient matching pro-
cedures) but different signals may suggest conflicting repairs. For
instance, if we naively combine the repairs in Figure 1 we end up
with conflicts on the zip code of tuples t2 and t3. The repairs in
Figure 1(E) and (G) assign value “60609” while the repair in Fig-
ure 1(F) assigns value “60608”. This raises the main question we
answer in this paper: How can we combine all aforementioned sig-
nals in a single unified data cleaning framework, and which signals
are useful for repairing different records in an input dataset?

Our Approach. We introduce HoloClean, the first data cleaning
system that unifies integrity constraints, external data, and quanti-
tative statistics, to repair errors in structured data sets. Instead of
considering each signal in isolation, we use all available signals
to suggest data repairs. We consider the input dataset as a noisy
version of a hidden clean dataset and treat each signal as evidence
on the correctness of different records in that dataset. To combine
different signals, we rely on probability theory as it allows us to
reason about inconsistencies across those.

HoloClean automatically generates a probabilistic model [35]
whose random variables capture the uncertainty over records in the
input dataset. Signals are converted to features of the graphical
model and are used to describe the distribution characterizing the
input dataset. To repair errors, HoloClean uses statistical learning
and probabilistic inference over the generated model.

HoloClean exhibits significant improvements over state-of-the-
art data cleaning methods: we show that across multiple datasets

HoloClean finds repairs with an average precision of ⇠ 90% and
an average recall of ⇠ 76%, obtaining an average F1-score im-
provement of more than 2⇥ against state-of-the-art data repairing
methods. Specifically, we find that combining all signals yields an
F1-score improvement of 2.7⇥ against methods that only use in-
tegrity constraints, an improvement of 2.81⇥ against methods that
only leverage external information, and an improvement of 2.29⇥
against methods that only use quantitative statistics.

Technical Challenges. Probabilistic models provide a means for
unifying all signals. However, it is unclear that inference scales
to large data repairing instances. Probabilistic inference involves
two tasks: (i) grounding, which enumerates all possible interac-
tions between correlated random variables to materialize a factor
graph that represents the joint distribution over all variables, and
(ii) inference where the goal is to compute the marginal probability
for every random variable. These tasks are standard but non-trivial:

(1) Integrity constraints that span multiple attributes can cause com-
binatorial explosion problems. Grounding the interactions due to
integrity constraints requires considering all value combinations
that attributes of erroneous tuples can take. If attributes are al-
lowed to obtain values from large domains, inference can become
intractable. For example, we consider repairing the smallest dataset
in our experiments, which contains 1,000 tuples, and allow attributes
in erroneous tuples to obtain any value from the set of consistent as-
signments present in the dataset. Inference over the resulting proba-
bilistic model does not terminate after an entire day. Thus, we need
mechanisms that limit the possible value assignments for records
that need to be repaired by HoloClean’s probabilistic model.

(2) Integrity constraints introduce correlations between pairs of ran-
dom variables associated with tuples in the input dataset. Enumer-
ating these interactions during grounding results in factor graphs
of quadratic size in the number of tuples. For example, in our ex-
periments we consider a dataset with more than two million tuples.
Enforcing the integrity constraints over all pairs of tuples, yields a
factor graph with more than four trillion interactions across random
variables. Thus, we need to avoid evaluating integrity constraints
for pairs of tuples that cannot result in violations.

(3) Finally, probabilistic inference is #P-complete in the presence
of complex correlations, such as hard constraints. Thus, approxi-
mate inference techniques such as Gibbs sampling are required. In
the presence of complex correlations, Gibbs sampling is known to
require an exponential number of samples in the number of random
variables to mix [45], i.e., reach a stationary distribution. Neverthe-
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Figure 1: A variety of signals can be used for data cleaning: integrity constraints, external dictionaries, and quantitative statistics of
the input dataset. Using each signal in isolation can lead to repairs that do not fix all errors or even introduce new errors.

limited coverage of external resources or these methods may not be
applicable as for many domains a knowledge base may not exist.

Finally, data repairing methods that are based on statistical anal-
ysis [39, 49], leverage quantitative statistics of the input dataset,
e.g., co-occurrences of attribute values, and use those for cleaning.
These techniques overlook integrity constraints. Figure 1(G) shows
such a repair. As shown the “DBAName” and “City” fields of tuple
t4 are updated as their original values correspond to outliers with
respect to other tuples in the dataset. However, this repair does not
have sufficient information to fix the zip code of tuples t2 and t3.

In our example, if we combine repairs that are based on different
signals, we can repair all errors in the input dataset correctly. If
we combine the zip code and city repairs from Figure 1(F) with the
DBAName repair from Figure 1(G) we can repair all inaccuracies
in the input dataset. Nonetheless, combining heterogeneous signals
can be challenging. This is not only because each type of signal is
associated with different operations over the input data (e.g., in-
tegrity constraints require reasoning about the satisfiability of con-
straints while external information requires efficient matching pro-
cedures) but different signals may suggest conflicting repairs. For
instance, if we naively combine the repairs in Figure 1 we end up
with conflicts on the zip code of tuples t2 and t3. The repairs in
Figure 1(E) and (G) assign value “60609” while the repair in Fig-
ure 1(F) assigns value “60608”. This raises the main question we
answer in this paper: How can we combine all aforementioned sig-
nals in a single unified data cleaning framework, and which signals
are useful for repairing different records in an input dataset?

Our Approach. We introduce HoloClean, the first data cleaning
system that unifies integrity constraints, external data, and quanti-
tative statistics, to repair errors in structured data sets. Instead of
considering each signal in isolation, we use all available signals
to suggest data repairs. We consider the input dataset as a noisy
version of a hidden clean dataset and treat each signal as evidence
on the correctness of different records in that dataset. To combine
different signals, we rely on probability theory as it allows us to
reason about inconsistencies across those.

HoloClean automatically generates a probabilistic model [35]
whose random variables capture the uncertainty over records in the
input dataset. Signals are converted to features of the graphical
model and are used to describe the distribution characterizing the
input dataset. To repair errors, HoloClean uses statistical learning
and probabilistic inference over the generated model.

HoloClean exhibits significant improvements over state-of-the-
art data cleaning methods: we show that across multiple datasets

HoloClean finds repairs with an average precision of ⇠ 90% and
an average recall of ⇠ 76%, obtaining an average F1-score im-
provement of more than 2⇥ against state-of-the-art data repairing
methods. Specifically, we find that combining all signals yields an
F1-score improvement of 2.7⇥ against methods that only use in-
tegrity constraints, an improvement of 2.81⇥ against methods that
only leverage external information, and an improvement of 2.29⇥
against methods that only use quantitative statistics.

Technical Challenges. Probabilistic models provide a means for
unifying all signals. However, it is unclear that inference scales
to large data repairing instances. Probabilistic inference involves
two tasks: (i) grounding, which enumerates all possible interac-
tions between correlated random variables to materialize a factor
graph that represents the joint distribution over all variables, and
(ii) inference where the goal is to compute the marginal probability
for every random variable. These tasks are standard but non-trivial:

(1) Integrity constraints that span multiple attributes can cause com-
binatorial explosion problems. Grounding the interactions due to
integrity constraints requires considering all value combinations
that attributes of erroneous tuples can take. If attributes are al-
lowed to obtain values from large domains, inference can become
intractable. For example, we consider repairing the smallest dataset
in our experiments, which contains 1,000 tuples, and allow attributes
in erroneous tuples to obtain any value from the set of consistent as-
signments present in the dataset. Inference over the resulting proba-
bilistic model does not terminate after an entire day. Thus, we need
mechanisms that limit the possible value assignments for records
that need to be repaired by HoloClean’s probabilistic model.

(2) Integrity constraints introduce correlations between pairs of ran-
dom variables associated with tuples in the input dataset. Enumer-
ating these interactions during grounding results in factor graphs
of quadratic size in the number of tuples. For example, in our ex-
periments we consider a dataset with more than two million tuples.
Enforcing the integrity constraints over all pairs of tuples, yields a
factor graph with more than four trillion interactions across random
variables. Thus, we need to avoid evaluating integrity constraints
for pairs of tuples that cannot result in violations.

(3) Finally, probabilistic inference is #P-complete in the presence
of complex correlations, such as hard constraints. Thus, approxi-
mate inference techniques such as Gibbs sampling are required. In
the presence of complex correlations, Gibbs sampling is known to
require an exponential number of samples in the number of random
variables to mix [45], i.e., reach a stationary distribution. Neverthe-
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Figure 1: A variety of signals can be used for data cleaning: integrity constraints, external dictionaries, and quantitative statistics of
the input dataset. Using each signal in isolation can lead to repairs that do not fix all errors or even introduce new errors.

limited coverage of external resources or these methods may not be
applicable as for many domains a knowledge base may not exist.

Finally, data repairing methods that are based on statistical anal-
ysis [39, 49], leverage quantitative statistics of the input dataset,
e.g., co-occurrences of attribute values, and use those for cleaning.
These techniques overlook integrity constraints. Figure 1(G) shows
such a repair. As shown the “DBAName” and “City” fields of tuple
t4 are updated as their original values correspond to outliers with
respect to other tuples in the dataset. However, this repair does not
have sufficient information to fix the zip code of tuples t2 and t3.

In our example, if we combine repairs that are based on different
signals, we can repair all errors in the input dataset correctly. If
we combine the zip code and city repairs from Figure 1(F) with the
DBAName repair from Figure 1(G) we can repair all inaccuracies
in the input dataset. Nonetheless, combining heterogeneous signals
can be challenging. This is not only because each type of signal is
associated with different operations over the input data (e.g., in-
tegrity constraints require reasoning about the satisfiability of con-
straints while external information requires efficient matching pro-
cedures) but different signals may suggest conflicting repairs. For
instance, if we naively combine the repairs in Figure 1 we end up
with conflicts on the zip code of tuples t2 and t3. The repairs in
Figure 1(E) and (G) assign value “60609” while the repair in Fig-
ure 1(F) assigns value “60608”. This raises the main question we
answer in this paper: How can we combine all aforementioned sig-
nals in a single unified data cleaning framework, and which signals
are useful for repairing different records in an input dataset?

Our Approach. We introduce HoloClean, the first data cleaning
system that unifies integrity constraints, external data, and quanti-
tative statistics, to repair errors in structured data sets. Instead of
considering each signal in isolation, we use all available signals
to suggest data repairs. We consider the input dataset as a noisy
version of a hidden clean dataset and treat each signal as evidence
on the correctness of different records in that dataset. To combine
different signals, we rely on probability theory as it allows us to
reason about inconsistencies across those.

HoloClean automatically generates a probabilistic model [35]
whose random variables capture the uncertainty over records in the
input dataset. Signals are converted to features of the graphical
model and are used to describe the distribution characterizing the
input dataset. To repair errors, HoloClean uses statistical learning
and probabilistic inference over the generated model.

HoloClean exhibits significant improvements over state-of-the-
art data cleaning methods: we show that across multiple datasets

HoloClean finds repairs with an average precision of ⇠ 90% and
an average recall of ⇠ 76%, obtaining an average F1-score im-
provement of more than 2⇥ against state-of-the-art data repairing
methods. Specifically, we find that combining all signals yields an
F1-score improvement of 2.7⇥ against methods that only use in-
tegrity constraints, an improvement of 2.81⇥ against methods that
only leverage external information, and an improvement of 2.29⇥
against methods that only use quantitative statistics.

Technical Challenges. Probabilistic models provide a means for
unifying all signals. However, it is unclear that inference scales
to large data repairing instances. Probabilistic inference involves
two tasks: (i) grounding, which enumerates all possible interac-
tions between correlated random variables to materialize a factor
graph that represents the joint distribution over all variables, and
(ii) inference where the goal is to compute the marginal probability
for every random variable. These tasks are standard but non-trivial:

(1) Integrity constraints that span multiple attributes can cause com-
binatorial explosion problems. Grounding the interactions due to
integrity constraints requires considering all value combinations
that attributes of erroneous tuples can take. If attributes are al-
lowed to obtain values from large domains, inference can become
intractable. For example, we consider repairing the smallest dataset
in our experiments, which contains 1,000 tuples, and allow attributes
in erroneous tuples to obtain any value from the set of consistent as-
signments present in the dataset. Inference over the resulting proba-
bilistic model does not terminate after an entire day. Thus, we need
mechanisms that limit the possible value assignments for records
that need to be repaired by HoloClean’s probabilistic model.

(2) Integrity constraints introduce correlations between pairs of ran-
dom variables associated with tuples in the input dataset. Enumer-
ating these interactions during grounding results in factor graphs
of quadratic size in the number of tuples. For example, in our ex-
periments we consider a dataset with more than two million tuples.
Enforcing the integrity constraints over all pairs of tuples, yields a
factor graph with more than four trillion interactions across random
variables. Thus, we need to avoid evaluating integrity constraints
for pairs of tuples that cannot result in violations.

(3) Finally, probabilistic inference is #P-complete in the presence
of complex correlations, such as hard constraints. Thus, approxi-
mate inference techniques such as Gibbs sampling are required. In
the presence of complex correlations, Gibbs sampling is known to
require an exponential number of samples in the number of random
variables to mix [45], i.e., reach a stationary distribution. Neverthe-
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Figure 1: A variety of signals can be used for data cleaning: integrity constraints, external dictionaries, and quantitative statistics of
the input dataset. Using each signal in isolation can lead to repairs that do not fix all errors or even introduce new errors.

limited coverage of external resources or these methods may not be
applicable as for many domains a knowledge base may not exist.

Finally, data repairing methods that are based on statistical anal-
ysis [39, 49], leverage quantitative statistics of the input dataset,
e.g., co-occurrences of attribute values, and use those for cleaning.
These techniques overlook integrity constraints. Figure 1(G) shows
such a repair. As shown the “DBAName” and “City” fields of tuple
t4 are updated as their original values correspond to outliers with
respect to other tuples in the dataset. However, this repair does not
have sufficient information to fix the zip code of tuples t2 and t3.

In our example, if we combine repairs that are based on different
signals, we can repair all errors in the input dataset correctly. If
we combine the zip code and city repairs from Figure 1(F) with the
DBAName repair from Figure 1(G) we can repair all inaccuracies
in the input dataset. Nonetheless, combining heterogeneous signals
can be challenging. This is not only because each type of signal is
associated with different operations over the input data (e.g., in-
tegrity constraints require reasoning about the satisfiability of con-
straints while external information requires efficient matching pro-
cedures) but different signals may suggest conflicting repairs. For
instance, if we naively combine the repairs in Figure 1 we end up
with conflicts on the zip code of tuples t2 and t3. The repairs in
Figure 1(E) and (G) assign value “60609” while the repair in Fig-
ure 1(F) assigns value “60608”. This raises the main question we
answer in this paper: How can we combine all aforementioned sig-
nals in a single unified data cleaning framework, and which signals
are useful for repairing different records in an input dataset?

Our Approach. We introduce HoloClean, the first data cleaning
system that unifies integrity constraints, external data, and quanti-
tative statistics, to repair errors in structured data sets. Instead of
considering each signal in isolation, we use all available signals
to suggest data repairs. We consider the input dataset as a noisy
version of a hidden clean dataset and treat each signal as evidence
on the correctness of different records in that dataset. To combine
different signals, we rely on probability theory as it allows us to
reason about inconsistencies across those.

HoloClean automatically generates a probabilistic model [35]
whose random variables capture the uncertainty over records in the
input dataset. Signals are converted to features of the graphical
model and are used to describe the distribution characterizing the
input dataset. To repair errors, HoloClean uses statistical learning
and probabilistic inference over the generated model.

HoloClean exhibits significant improvements over state-of-the-
art data cleaning methods: we show that across multiple datasets

HoloClean finds repairs with an average precision of ⇠ 90% and
an average recall of ⇠ 76%, obtaining an average F1-score im-
provement of more than 2⇥ against state-of-the-art data repairing
methods. Specifically, we find that combining all signals yields an
F1-score improvement of 2.7⇥ against methods that only use in-
tegrity constraints, an improvement of 2.81⇥ against methods that
only leverage external information, and an improvement of 2.29⇥
against methods that only use quantitative statistics.

Technical Challenges. Probabilistic models provide a means for
unifying all signals. However, it is unclear that inference scales
to large data repairing instances. Probabilistic inference involves
two tasks: (i) grounding, which enumerates all possible interac-
tions between correlated random variables to materialize a factor
graph that represents the joint distribution over all variables, and
(ii) inference where the goal is to compute the marginal probability
for every random variable. These tasks are standard but non-trivial:

(1) Integrity constraints that span multiple attributes can cause com-
binatorial explosion problems. Grounding the interactions due to
integrity constraints requires considering all value combinations
that attributes of erroneous tuples can take. If attributes are al-
lowed to obtain values from large domains, inference can become
intractable. For example, we consider repairing the smallest dataset
in our experiments, which contains 1,000 tuples, and allow attributes
in erroneous tuples to obtain any value from the set of consistent as-
signments present in the dataset. Inference over the resulting proba-
bilistic model does not terminate after an entire day. Thus, we need
mechanisms that limit the possible value assignments for records
that need to be repaired by HoloClean’s probabilistic model.

(2) Integrity constraints introduce correlations between pairs of ran-
dom variables associated with tuples in the input dataset. Enumer-
ating these interactions during grounding results in factor graphs
of quadratic size in the number of tuples. For example, in our ex-
periments we consider a dataset with more than two million tuples.
Enforcing the integrity constraints over all pairs of tuples, yields a
factor graph with more than four trillion interactions across random
variables. Thus, we need to avoid evaluating integrity constraints
for pairs of tuples that cannot result in violations.

(3) Finally, probabilistic inference is #P-complete in the presence
of complex correlations, such as hard constraints. Thus, approxi-
mate inference techniques such as Gibbs sampling are required. In
the presence of complex correlations, Gibbs sampling is known to
require an exponential number of samples in the number of random
variables to mix [45], i.e., reach a stationary distribution. Neverthe-
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Figure 1: A variety of signals can be used for data cleaning: integrity constraints, external dictionaries, and quantitative statistics of
the input dataset. Using each signal in isolation can lead to repairs that do not fix all errors or even introduce new errors.

limited coverage of external resources or these methods may not be
applicable as for many domains a knowledge base may not exist.

Finally, data repairing methods that are based on statistical anal-
ysis [39, 49], leverage quantitative statistics of the input dataset,
e.g., co-occurrences of attribute values, and use those for cleaning.
These techniques overlook integrity constraints. Figure 1(G) shows
such a repair. As shown the “DBAName” and “City” fields of tuple
t4 are updated as their original values correspond to outliers with
respect to other tuples in the dataset. However, this repair does not
have sufficient information to fix the zip code of tuples t2 and t3.

In our example, if we combine repairs that are based on different
signals, we can repair all errors in the input dataset correctly. If
we combine the zip code and city repairs from Figure 1(F) with the
DBAName repair from Figure 1(G) we can repair all inaccuracies
in the input dataset. Nonetheless, combining heterogeneous signals
can be challenging. This is not only because each type of signal is
associated with different operations over the input data (e.g., in-
tegrity constraints require reasoning about the satisfiability of con-
straints while external information requires efficient matching pro-
cedures) but different signals may suggest conflicting repairs. For
instance, if we naively combine the repairs in Figure 1 we end up
with conflicts on the zip code of tuples t2 and t3. The repairs in
Figure 1(E) and (G) assign value “60609” while the repair in Fig-
ure 1(F) assigns value “60608”. This raises the main question we
answer in this paper: How can we combine all aforementioned sig-
nals in a single unified data cleaning framework, and which signals
are useful for repairing different records in an input dataset?

Our Approach. We introduce HoloClean, the first data cleaning
system that unifies integrity constraints, external data, and quanti-
tative statistics, to repair errors in structured data sets. Instead of
considering each signal in isolation, we use all available signals
to suggest data repairs. We consider the input dataset as a noisy
version of a hidden clean dataset and treat each signal as evidence
on the correctness of different records in that dataset. To combine
different signals, we rely on probability theory as it allows us to
reason about inconsistencies across those.

HoloClean automatically generates a probabilistic model [35]
whose random variables capture the uncertainty over records in the
input dataset. Signals are converted to features of the graphical
model and are used to describe the distribution characterizing the
input dataset. To repair errors, HoloClean uses statistical learning
and probabilistic inference over the generated model.

HoloClean exhibits significant improvements over state-of-the-
art data cleaning methods: we show that across multiple datasets

HoloClean finds repairs with an average precision of ⇠ 90% and
an average recall of ⇠ 76%, obtaining an average F1-score im-
provement of more than 2⇥ against state-of-the-art data repairing
methods. Specifically, we find that combining all signals yields an
F1-score improvement of 2.7⇥ against methods that only use in-
tegrity constraints, an improvement of 2.81⇥ against methods that
only leverage external information, and an improvement of 2.29⇥
against methods that only use quantitative statistics.

Technical Challenges. Probabilistic models provide a means for
unifying all signals. However, it is unclear that inference scales
to large data repairing instances. Probabilistic inference involves
two tasks: (i) grounding, which enumerates all possible interac-
tions between correlated random variables to materialize a factor
graph that represents the joint distribution over all variables, and
(ii) inference where the goal is to compute the marginal probability
for every random variable. These tasks are standard but non-trivial:

(1) Integrity constraints that span multiple attributes can cause com-
binatorial explosion problems. Grounding the interactions due to
integrity constraints requires considering all value combinations
that attributes of erroneous tuples can take. If attributes are al-
lowed to obtain values from large domains, inference can become
intractable. For example, we consider repairing the smallest dataset
in our experiments, which contains 1,000 tuples, and allow attributes
in erroneous tuples to obtain any value from the set of consistent as-
signments present in the dataset. Inference over the resulting proba-
bilistic model does not terminate after an entire day. Thus, we need
mechanisms that limit the possible value assignments for records
that need to be repaired by HoloClean’s probabilistic model.

(2) Integrity constraints introduce correlations between pairs of ran-
dom variables associated with tuples in the input dataset. Enumer-
ating these interactions during grounding results in factor graphs
of quadratic size in the number of tuples. For example, in our ex-
periments we consider a dataset with more than two million tuples.
Enforcing the integrity constraints over all pairs of tuples, yields a
factor graph with more than four trillion interactions across random
variables. Thus, we need to avoid evaluating integrity constraints
for pairs of tuples that cannot result in violations.

(3) Finally, probabilistic inference is #P-complete in the presence
of complex correlations, such as hard constraints. Thus, approxi-
mate inference techniques such as Gibbs sampling are required. In
the presence of complex correlations, Gibbs sampling is known to
require an exponential number of samples in the number of random
variables to mix [45], i.e., reach a stationary distribution. Neverthe-
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Figure 1: A variety of signals can be used for data cleaning: integrity constraints, external dictionaries, and quantitative statistics of
the input dataset. Using each signal in isolation can lead to repairs that do not fix all errors or even introduce new errors.

limited coverage of external resources or these methods may not be
applicable as for many domains a knowledge base may not exist.

Finally, data repairing methods that are based on statistical anal-
ysis [39, 49], leverage quantitative statistics of the input dataset,
e.g., co-occurrences of attribute values, and use those for cleaning.
These techniques overlook integrity constraints. Figure 1(G) shows
such a repair. As shown the “DBAName” and “City” fields of tuple
t4 are updated as their original values correspond to outliers with
respect to other tuples in the dataset. However, this repair does not
have sufficient information to fix the zip code of tuples t2 and t3.

In our example, if we combine repairs that are based on different
signals, we can repair all errors in the input dataset correctly. If
we combine the zip code and city repairs from Figure 1(F) with the
DBAName repair from Figure 1(G) we can repair all inaccuracies
in the input dataset. Nonetheless, combining heterogeneous signals
can be challenging. This is not only because each type of signal is
associated with different operations over the input data (e.g., in-
tegrity constraints require reasoning about the satisfiability of con-
straints while external information requires efficient matching pro-
cedures) but different signals may suggest conflicting repairs. For
instance, if we naively combine the repairs in Figure 1 we end up
with conflicts on the zip code of tuples t2 and t3. The repairs in
Figure 1(E) and (G) assign value “60609” while the repair in Fig-
ure 1(F) assigns value “60608”. This raises the main question we
answer in this paper: How can we combine all aforementioned sig-
nals in a single unified data cleaning framework, and which signals
are useful for repairing different records in an input dataset?

Our Approach. We introduce HoloClean, the first data cleaning
system that unifies integrity constraints, external data, and quanti-
tative statistics, to repair errors in structured data sets. Instead of
considering each signal in isolation, we use all available signals
to suggest data repairs. We consider the input dataset as a noisy
version of a hidden clean dataset and treat each signal as evidence
on the correctness of different records in that dataset. To combine
different signals, we rely on probability theory as it allows us to
reason about inconsistencies across those.

HoloClean automatically generates a probabilistic model [35]
whose random variables capture the uncertainty over records in the
input dataset. Signals are converted to features of the graphical
model and are used to describe the distribution characterizing the
input dataset. To repair errors, HoloClean uses statistical learning
and probabilistic inference over the generated model.

HoloClean exhibits significant improvements over state-of-the-
art data cleaning methods: we show that across multiple datasets

HoloClean finds repairs with an average precision of ⇠ 90% and
an average recall of ⇠ 76%, obtaining an average F1-score im-
provement of more than 2⇥ against state-of-the-art data repairing
methods. Specifically, we find that combining all signals yields an
F1-score improvement of 2.7⇥ against methods that only use in-
tegrity constraints, an improvement of 2.81⇥ against methods that
only leverage external information, and an improvement of 2.29⇥
against methods that only use quantitative statistics.

Technical Challenges. Probabilistic models provide a means for
unifying all signals. However, it is unclear that inference scales
to large data repairing instances. Probabilistic inference involves
two tasks: (i) grounding, which enumerates all possible interac-
tions between correlated random variables to materialize a factor
graph that represents the joint distribution over all variables, and
(ii) inference where the goal is to compute the marginal probability
for every random variable. These tasks are standard but non-trivial:

(1) Integrity constraints that span multiple attributes can cause com-
binatorial explosion problems. Grounding the interactions due to
integrity constraints requires considering all value combinations
that attributes of erroneous tuples can take. If attributes are al-
lowed to obtain values from large domains, inference can become
intractable. For example, we consider repairing the smallest dataset
in our experiments, which contains 1,000 tuples, and allow attributes
in erroneous tuples to obtain any value from the set of consistent as-
signments present in the dataset. Inference over the resulting proba-
bilistic model does not terminate after an entire day. Thus, we need
mechanisms that limit the possible value assignments for records
that need to be repaired by HoloClean’s probabilistic model.

(2) Integrity constraints introduce correlations between pairs of ran-
dom variables associated with tuples in the input dataset. Enumer-
ating these interactions during grounding results in factor graphs
of quadratic size in the number of tuples. For example, in our ex-
periments we consider a dataset with more than two million tuples.
Enforcing the integrity constraints over all pairs of tuples, yields a
factor graph with more than four trillion interactions across random
variables. Thus, we need to avoid evaluating integrity constraints
for pairs of tuples that cannot result in violations.

(3) Finally, probabilistic inference is #P-complete in the presence
of complex correlations, such as hard constraints. Thus, approxi-
mate inference techniques such as Gibbs sampling are required. In
the presence of complex correlations, Gibbs sampling is known to
require an exponential number of samples in the number of random
variables to mix [45], i.e., reach a stationary distribution. Neverthe-
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Handling Missing Data
• Filtering out missing data: 
- Can choose rows or columns 

• Filling in missing data: 
- with a default value 
- with an interpolated value 

• In pandas:
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In [10]: string_data = pd.Series(['aardvark', 'artichoke', np.nan, 'avocado'])

In [11]: string_data
Out[11]: 
0     aardvark
1    artichoke
2          NaN
3      avocado
dtype: object

In [12]: string_data.isnull()
Out[12]: 
0    False
1    False
2     True
3    False
dtype: bool

In pandas, we’ve adopted a convention used in the R programming language by refer‐
ring to missing data as NA, which stands for not available. In statistics applications, 
NA data may either be data that does not exist or that exists but was not observed
(through problems with data collection, for example). When cleaning up data for
analysis, it is often important to do analysis on the missing data itself to identify data
collection problems or potential biases in the data caused by missing data.

The built-in Python None value is also treated as NA in object arrays:
In [13]: string_data[0] = None

In [14]: string_data.isnull()
Out[14]: 
0     True
1    False
2     True
3    False
dtype: bool

There is work ongoing in the pandas project to improve the internal details of how
missing data is handled, but the user API functions, like pandas.isnull, abstract 
away many of the annoying details. See Table 7-1 for a list of some functions related
to missing data handling.

Table 7-1. NA handling methods
Argument Description
dropna Filter axis labels based on whether values for each label have missing data, with varying thresholds for how

much missing data to tolerate.
fillna Fill in missing data with some value or using an interpolation method such as 'ffill' or 'bfill'.
isnull Return boolean values indicating which values are missing/NA.
notnull Negation of isnull.
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Filling in missing data
• fillna arguments:
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Table 7-2. !llna function arguments
Argument Description
value Scalar value or dict-like object to use to !ll missing values
method Interpolation; by default 'ffill' if function called with no other arguments
axis Axis to !ll on; default axis=0
inplace Modify the calling object without producing a copy
limit For forward and backward !lling, maximum number of consecutive periods to !ll

7.2 Data Transformation
So far in this chapter we’ve been concerned with rearranging data. Filtering, cleaning,
and other transformations are another class of important operations.

Removing Duplicates
Duplicate rows may be found in a DataFrame for any number of reasons. Here is an
example:

In [45]: data = pd.DataFrame({'k1': ['one', 'two'] * 3 + ['two'],
   ....:                      'k2': [1, 1, 2, 3, 3, 4, 4]})

In [46]: data
Out[46]: 
    k1  k2
0  one   1
1  two   1
2  one   2
3  two   3
4  one   3
5  two   4
6  two   4

The DataFrame method duplicated returns a boolean Series indicating whether each
row is a duplicate (has been observed in a previous row) or not:

In [47]: data.duplicated()
Out[47]: 
0    False
1    False
2    False
3    False
4    False
5    False
6     True
dtype: bool

Relatedly, drop_duplicates returns a DataFrame where the duplicated array is
False:
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Filtering and Cleaning Data
• Find duplicates 

- duplicated: returns boolean Series indicating whether row is a duplicate—
first instance is not marked as a duplicate 

• Remove duplicates: 
- drop_duplicates: drops all rows where duplicated is True 
- keep: which value to keep (first or last) 

• Can pass specific columns to check for duplicates, e.g. check only key 
column
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Changing Data
• Convert strings to upper/lower case 
• Convert Fahrenheit temperatures to Celsius 
• Create a new column based on another column
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3     Pastrami     6.0
4  corned beef     7.5
5        Bacon     8.0
6     pastrami     3.0
7    honey ham     5.0
8     nova lox     6.0

Suppose you wanted to add a column indicating the type of animal that each food
came from. Let’s write down a mapping of each distinct meat type to the kind of
animal:

meat_to_animal = {
  'bacon': 'pig',
  'pulled pork': 'pig',
  'pastrami': 'cow',
  'corned beef': 'cow',
  'honey ham': 'pig',
  'nova lox': 'salmon'
}

The map method on a Series accepts a function or dict-like object containing a map‐
ping, but here we have a small problem in that some of the meats are capitalized and
others are not. Thus, we need to convert each value to lowercase using the str.lower
Series method:

In [55]: lowercased = data['food'].str.lower()

In [56]: lowercased
Out[56]: 
0          bacon
1    pulled pork
2          bacon
3       pastrami
4    corned beef
5          bacon
6       pastrami
7      honey ham
8       nova lox
Name: food, dtype: object

In [57]: data['animal'] = lowercased.map(meat_to_animal)

In [58]: data
Out[58]: 
          food  ounces  animal
0        bacon     4.0     pig
1  pulled pork     3.0     pig
2        bacon    12.0     pig
3     Pastrami     6.0     cow
4  corned beef     7.5     cow
5        Bacon     8.0     pig
6     pastrami     3.0     cow
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7    honey ham     5.0     pig
8     nova lox     6.0  salmon

We could also have passed a function that does all the work:
In [59]: data['food'].map(lambda x: meat_to_animal[x.lower()])
Out[59]: 
0       pig
1       pig
2       pig
3       cow
4       cow
5       pig
6       cow
7       pig
8    salmon
Name: food, dtype: object

Using map is a convenient way to perform element-wise transformations and other
data cleaning–related operations.

Replacing Values
Filling in missing data with the fillna method is a special case of more general value
replacement. As you’ve already seen, map can be used to modify a subset of values in
an object but replace provides a simpler and more flexible way to do so. Let’s con‐
sider this Series:

In [60]: data = pd.Series([1., -999., 2., -999., -1000., 3.])

In [61]: data
Out[61]: 
0       1.0
1    -999.0
2       2.0
3    -999.0
4   -1000.0
5       3.0
dtype: float64

The -999 values might be sentinel values for missing data. To replace these with NA
values that pandas understands, we can use replace, producing a new Series (unless
you pass inplace=True):

In [62]: data.replace(-999, np.nan)
Out[62]: 
0       1.0
1       NaN
2       2.0
3       NaN
4   -1000.0
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Replacing Values
• fillna is a special case 
• What if -999 in our dataset was identified as a missing value? 

• Can pass list of values or dictionary to change different values
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5       3.0
dtype: float64

If you want to replace multiple values at once, you instead pass a list and then the
substitute value:

In [63]: data.replace([-999, -1000], np.nan)
Out[63]: 
0    1.0
1    NaN
2    2.0
3    NaN
4    NaN
5    3.0
dtype: float64

To use a different replacement for each value, pass a list of substitutes:
In [64]: data.replace([-999, -1000], [np.nan, 0])
Out[64]: 
0    1.0
1    NaN
2    2.0
3    NaN
4    0.0
5    3.0
dtype: float64

The argument passed can also be a dict:
In [65]: data.replace({-999: np.nan, -1000: 0})
Out[65]: 
0    1.0
1    NaN
2    2.0
3    NaN
4    0.0
5    3.0
dtype: float64

The data.replace method is distinct from data.str.replace,
which performs string substitution element-wise. We look at these
string methods on Series later in the chapter.

Renaming Axis Indexes
Like values in a Series, axis labels can be similarly transformed by a function or map‐
ping of some form to produce new, differently labeled objects. You can also modify
the axes in-place without creating a new data structure. Here’s a simple example:
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Clamping Values
• Values above or below a specified thresholds are set to a max/min value
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In [90]: pd.value_counts(cats)
Out[90]: 
(0.62, 3.928]       250
(-0.0265, 0.62]     250
(-0.68, -0.0265]    250
(-2.95, -0.68]      250
dtype: int64

Similar to cut you can pass your own quantiles (numbers between 0 and 1, inclusive):
In [91]: pd.qcut(data, [0, 0.1, 0.5, 0.9, 1.])
Out[91]: 
[(-0.0265, 1.286], (-0.0265, 1.286], (-1.187, -0.0265], (-0.0265, 1.286], (-0.026
5, 1.286], ..., (-1.187, -0.0265], (-1.187, -0.0265], (-2.95, -1.187], (-0.0265, 
1.286], (-1.187, -0.0265]]
Length: 1000
Categories (4, interval[float64]): [(-2.95, -1.187] < (-1.187, -0.0265] < (-0.026
5, 1.286] <
                                    (1.286, 3.928]]

We’ll return to cut and qcut later in the chapter during our discussion of aggregation
and group operations, as these discretization functions are especially useful for quan‐
tile and group analysis.

Detecting and Filtering Outliers
Filtering or transforming outliers is largely a matter of applying array operations.
Consider a DataFrame with some normally distributed data:

In [92]: data = pd.DataFrame(np.random.randn(1000, 4))

In [93]: data.describe()
Out[93]: 
                 0            1            2            3
count  1000.000000  1000.000000  1000.000000  1000.000000
mean      0.049091     0.026112    -0.002544    -0.051827
std       0.996947     1.007458     0.995232     0.998311
min      -3.645860    -3.184377    -3.745356    -3.428254
25%      -0.599807    -0.612162    -0.687373    -0.747478
50%       0.047101    -0.013609    -0.022158    -0.088274
75%       0.756646     0.695298     0.699046     0.623331
max       2.653656     3.525865     2.735527     3.366626

Suppose you wanted to find values in one of the columns exceeding 3 in absolute
value:

In [94]: col = data[2]

In [95]: col[np.abs(col) > 3]
Out[95]: 
41    -3.399312
136   -3.745356
Name: 2, dtype: float64
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To select all rows having a value exceeding 3 or –3, you can use the any method on a
boolean DataFrame:

In [96]: data[(np.abs(data) > 3).any(1)]
Out[96]: 
            0         1         2         3
41   0.457246 -0.025907 -3.399312 -0.974657
60   1.951312  3.260383  0.963301  1.201206
136  0.508391 -0.196713 -3.745356 -1.520113
235 -0.242459 -3.056990  1.918403 -0.578828
258  0.682841  0.326045  0.425384 -3.428254
322  1.179227 -3.184377  1.369891 -1.074833
544 -3.548824  1.553205 -2.186301  1.277104
635 -0.578093  0.193299  1.397822  3.366626
782 -0.207434  3.525865  0.283070  0.544635
803 -3.645860  0.255475 -0.549574 -1.907459

Values can be set based on these criteria. Here is code to cap values outside the inter‐
val –3 to 3:

In [97]: data[np.abs(data) > 3] = np.sign(data) * 3

In [98]: data.describe()
Out[98]: 
                 0            1            2            3
count  1000.000000  1000.000000  1000.000000  1000.000000
mean      0.050286     0.025567    -0.001399    -0.051765
std       0.992920     1.004214     0.991414     0.995761
min      -3.000000    -3.000000    -3.000000    -3.000000
25%      -0.599807    -0.612162    -0.687373    -0.747478
50%       0.047101    -0.013609    -0.022158    -0.088274
75%       0.756646     0.695298     0.699046     0.623331
max       2.653656     3.000000     2.735527     3.000000

The statement np.sign(data) produces 1 and –1 values based on whether the values
in data are positive or negative:

In [99]: np.sign(data).head()
Out[99]: 
     0    1    2    3
0 -1.0  1.0 -1.0  1.0
1  1.0 -1.0  1.0 -1.0
2  1.0  1.0  1.0 -1.0
3 -1.0 -1.0  1.0 -1.0
4 -1.0  1.0 -1.0 -1.0

Permutation and Random Sampling
Permuting (randomly reordering) a Series or the rows in a DataFrame is easy to do
using the numpy.random.permutation function. Calling permutation with the length
of the axis you want to permute produces an array of integers indicating the new
ordering:
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