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Schedule
• Today: High-Dimensional Data Lecture 
• Tuesday, Oct. 26: No Class 
• Thursday, Oct. 28: High-Dimensional Data Critique Due
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What techniques might you use for  
high-dimensional data visualization?
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High-Dimensional Data Visualization Techniques
• Scatterplot Matrix (SPLOM) 
• Parallel Coordinates Plot (PCP) 
• Heatmap 
• Interactive Elements: 
- Brushing (Linked Highlighting) 
- Tooltips
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Scatterplot Matrix
• Each pair of quantitative attributes has its own plot
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Table Scatterplot Matrix Parallel Coordinates
Parallel Coordinate Plots
• Use multiple parallel axes, one for each 

dimension 
• Each data item is encoded as a line mark 
• Positive and negative correlation can be seen 

in these plots… 
• …but ordering becomes important
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Brushing
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Our High-Dimensional Data Focus
• Projection Understanding 
• Tours
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Dimensionality Reduction
• Attribute Aggregation: Use fewer attributes (dimensions) to represent items 
• Combine attributes in a way that is more instructive than examining each 

individual attribute 
• Example: Understanding the language in a collection of books 
- Count the occurrence of each non-common word in each book 
- Huge set of features (attributes), want to represent each with an aggregate 

feature (e.g. high use of "cowboy", lower use of "city") that allows clustering 
(e.g. "western") 

- Don't want to have to manually determine such rules 
• Techniques: Principle Component Analysis, Multidimensional Scaling family of 

techniques
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Principle Component Analysis (PCA)
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Back

Principal Component
Analysis
Explained Visually

Tweet  Like 1.3K Share

By Victor Powell

with text by Lewis Lehe

Principal component analysis (PCA) is a technique used to emphasize variation and bring out strong patterns in a dataset. It's often
used to make data easy to explore and visualize.

2D example2D example

First, consider a dataset in only two dimensions, like (height, weight). This dataset can be plotted as points in a plane. But if we want
to tease out variation, PCA finds a new coordinate system in which every point has a new (x,y) value. The axes don't actually mean
anything physical; they're combinations of height and weight called "principal components" that are chosen to give one axes lots of
variation.

Drag the points around in the following visualization to see PC coordinate system adjusts.
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17 dimensions to 2
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Here's the plot of the data along the first principal component. Already we can see something is different about Northern Ireland.
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Now, see the first and second principal components, we see Northern Ireland a major outlier. Once we go back and look at the data
in the table, this makes sense: the Northern Irish eat way more grams of fresh potatoes and way fewer of fresh fruits, cheese, fish
and alcoholic drinks. It's a good sign that structure we've visualized reflects a big fact of real-world geography: Northern Ireland is
the only of the four countries not on the island of Great Britain. (If you're confused about the differences among England, the UK
and Great Britain, see: this video.)
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For more explanations, visit the Explained Visually project homepage.

Or subscribe to our mailing list.

Subscribe
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original data space X component space Z

Φgen : Z → X

Φextr : X → Z

Non-linear Dimensionality Reduction
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results very close to zero, and the regularity should be
visually apparent in the layout. For shuttle, where the
true dimensionality is conjectured to be slightly greater than
the embedding dimension, both the global structure and the
local proximity of the data may be important, but neither
can be reconstructed without some distortion. However,
some cluster structure can be distinguished. For docs,
because the true dimensionality is believed to be at least an
order of magnitude greater than the embedding dimension,
the global relationships between points are less important
and potentially misleading. Again, the local cluster relation-
ships and their distinguishability from each other should be
emphasized.

5.2.2 Layout Quality

Fig. 8 shows the visual quality, normalized stress, and
timing of Glimmer, Hybrid, and PivotMDS layouts on four
data sets with known structure. In the case of grid, the
correct shape is known. In the other three cases, the correct
partitions of the points into clusters are available with these
benchmark data sets, so the extent to which the color coding
matches the spatial grouping created by an algorithm is a
measure of its accuracy.

Qualitatively, with cancer, the Glimmer and PivotMDS
algorithms indicate these two color-coded groups clearly

with spatial position. Quantitatively, the stress of Glimmer
is an order of magnitude lower than that of PivotMDS.
Hybrid does separate the two groups but produces
misleading subclusters in the orange group.

With shuttle_big, Hybrid produces a readable layout
separating the red cluster from the other two but is slower
by several hundred percent. Glimmer and PivotMDS both
produce useful and qualitatively comparable layouts
separating the clusters. The PivotMDS layout is twice as
fast but has noticeable occlusion and much higher stress
than the Glimmer layout.

The 10,000-point grid is accurately embedded by
Glimmer and PivotMDS in comparable times. Hybrid is
again slower but nevertheless terminated too soon, suffer-
ing from very noticeable qualitative distortion and with a
much higher quantitative stress metric compared to that of
the other layouts.

The Glimmer layout of the docs data set is qualitatively
better than the other three. It shows several spatially
distinguishable clusters, color coded by blue, red, orange,
and green. The green cluster is split into three parts. It took
approximately 2 seconds with normalized stress of 0.157.
Hybrid suffers from cluster occlusion. The stress is nearly
twice as high as that of Glimmer, and the spatial embedding
does not clearly separate any of the given clusters.
PivotMDS is very fast but almost completely fails to show

INGRAM ET AL.: GLIMMER: MULTILEVEL MDS ON THE GPU 257

Fig. 8. MDS layouts showing visual quality, time, and stress for the Glimmer, Hybrid, and PivotMDS algorithms. The data set name, the number of
nodes (N), and the number of dimensions (D) appear above each column. Time in seconds appears at the bottom left of each entry, with normalized
stress on the bottom right.

Dimensionality Reduction in Visualization
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Probing Projections: Interaction Techniques for Interpreting
Arrangements and Errors of Dimensionality Reductions

Julian Stahnke, Marian Dörk, Boris Müller, and Andreas Thom

Abstract—We introduce a set of integrated interaction techniques to interpret and interrogate dimensionality-reduced data. Projection
techniques generally aim to make a high-dimensional information space visible in form of a planar layout. However, the meaning of
the resulting data projections can be hard to grasp. It is seldom clear why elements are placed far apart or close together and
the inevitable approximation errors of any projection technique are not exposed to the viewer. Previous research on dimensionality
reduction focuses on the efficient generation of data projections, interactive customisation of the model, and comparison of different
projection techniques. There has been only little research on how the visualization resulting from data projection is interacted with.
We contribute the concept of probing as an integrated approach to interpreting the meaning and quality of visualizations and propose
a set of interactive methods to examine dimensionality-reduced data as well as the projection itself. The methods let viewers
see approximation errors, question the positioning of elements, compare them to each other, and visualize the influence of data
dimensions on the projection space. We created a web-based system implementing these methods, and report on findings from an
evaluation with data analysts using the prototype to examine multidimensional datasets.

Index Terms—Information visualization, interactivity, dimensionality reduction, multidimensional scaling.

1 INTRODUCTION

A primary goal of information visualization is to find patterns and
relationships in multivariate datasets. Many visualization techniques
have been developed towards this goal such as multiple coordinated
views [2], parallel coordinates [14], scatterplot matrices [28], and
dimensionality reductions such as multidimensional scaling (MDS)
and principal component analysis (PCA) [5]. Dimensionality re-

• Julian Stahnke, Marian Dörk, Boris Müller and Andreas Thom are with
Potsdam University of Applied Sciences, e-mail: hello@julianstahnke.com
and {doerk, boris.mueller, andreas.thom}@fh-potsdam.de

Manuscript received 31 Mar. 2015; accepted 1 Aug. 2015; date of publication
xx Aug. 2015; date of current version 25 Oct. 2015.
For information on obtaining reprints of this article, please send
e-mail to: tvcg@computer.org.

ductions are a particular class of techniques that synthesise high-
dimensional data spaces onto projection spaces with much fewer
dimensions, typically the two dimensions of the plane. While most
visualization techniques juxtapose the different data dimensions as
matrices or columns, dimensionality reductions integrate them into a
planar canvas. The projection results in a so-called spatialisation (i.e.,
embedding) of data elements that approximately represents similarity
as proximity and in turn dissimilarity as distance. Considering that
the human perceptional system comprises a well-developed capacity
for spatial reasoning, the assumption is that spatialisation would
be a more natural way [31] to analyse high-dimensional datasets
since groupings, separations, and other patterns among data elements
become immediately discernible.

However, there are two major caveats linked with dimensionality
reduction: first, it can be challenging to interpret the positions of
projected elements, and second, the errors that occur with any pro-

Probing Projections
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Probing Projection Goals
• Examining the Projection 
• Exploring the Data 
• Design Goals: 
- Show and correct approximation errors 
- Allow for multi-level comparisons 
- Spatial orientation 
- Consistent design 

• Allow grouping of samples 
- Selections 
- Classes 
- Clusters

17
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Fig. 2. A tooltip displays the sample’s absolute values, standard
deviations, and graphical representations for each dimension.

dots on the projection and drawing a convex hull around them.
Clusters can also be saved and named as selections.

All of these groupings are displayed as panels in the sidebar. Each
selection, cluster, or class is displayed with a thumbnail of its spatial
distribution, providing a quick visual way of locating the relevant
points in the projection. Some additional information, such as the
name or the number of samples, is displayed below the thumbnail.
Furthermore, hovering over a grouping’s thumbnail displays small
density plots in the list of dimensions, as well as a text-based preview
of the most deviating dimensions per group.

On the projection, these groupings are coded by colour, with the
user being able to switch between displaying classes, selections, or
clusters using the respective eye icon.

4.3 Comparing elements

Elements can be analysed by viewing their values and comparing them
to the dataset in general, or to other selections in particular. Even
a single sample is never analysed in isolation; its values only make
sense when compared to the rest of the dataset (see Figure 2).

Analysing a single sample is done by hovering the mouse pointer
over a dot on the projection. The values for the corresponding sample
are indicated in the list of dimensions. Additionally, a tooltip appears,
showing the values for the various dimensions, and their standard
deviations. They are displayed in text form for accuracy, as well as
in a graphical representation for quick comprehension. The deviations
from the mean are displayed as bar charts, with density plots of the
whole dataset in the background to provide additional context. The
colours of the bars reflect the deviation as well, either in red or blue,
and with increasing saturation for higher deviations. If there are too
many dimensions to display at once, only the dimensions are shown,
in which the sample deviates most. An individual sample can also
be compared to other samples by selecting it and hovering over other
samples. A tooltip will appear and visualise the differences.

Analysing groups works similarly. When selecting a group of
samples, density plots for them are shown in the list of dimensions,
comparing the selection to the dataset. A tooltip comparison is
displayed as well. Because there is no single value for the dimensions,
the means are used instead. The graphical representation also takes
this into account, showing a density plot instead of a bar. As shown
in Figure 3, groupings can also be compared to each other, displaying
density plots for each of them. The methods for comparing samples
and groups work together, making it possible to compare a sample to
multiple clusters to e.g. find out which of them it should belong to.

4.4 Analysing dimensions

It is important to be able to quickly reference original dimensions
when analysing a dimensionality-reduced projection. Two things
matter in this regard: the spatial distribution of values in the projection
to account for clustering of the data, and the distribution of values in
the dimension itself to see how elements compare to other elements

Fig. 3. After selecting one group of samples, hovering over another
group shows a tooltip that compares these groups (here selections).

within an individual dimension. For this purpose the interface features
dynamic heatmaps in the projection and density plots in the sidebar.

4.4.1 Heatmaps
Projections created with most dimensionality-reduction techniques,
such as MDS, have no meaningful axes, complicating spatial orien-
tation because dimensional values are distributed nonlinearly. Yet, in
order to assign meaning to clustering and find correlations between
dimensions, it is important to know how those values correspond with
the positioning of the dots. (For some techniques, such as PCA,
the contribution of each original dimension can be mapped to the
projected dimensions. It would then be possible to display this as a
biplot, creating meaningful axes.)

One solution is to use a glyph plot, with the dots themselves being
used to represent an additional dimension, for example by varying
their size according to the values. This technique is available in the
prototype and can be used to visualise a dimension spatially. Where
dot size can only show the value distribution for the actual samples,
the projection space can also be used to answer a more theoretical
question: what values would a fictive sample have to have to be
projected to a certain spot? Or, phrased differently: what are the
interpolated values for the projection space? We used a heatmap to
try to answer this question.

Fig. 4. Hovering over a dimension in the sidebar displays its distribution
as a heatmap in the projection on the left.

The heatmap is a grid of cells each representing the value for a
certain dimension at its position, with higher values being darker.
Brightness is used to avoid confusion with the group colours. This
allows to visually assess the value distribution for a given dimension,
with smooth transitions between zones. All heatmaps are also shown
as thumbnails in the list of dimensions, and on the projection itself

Tooltips with statistics
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Fig. 2. A tooltip displays the sample’s absolute values, standard
deviations, and graphical representations for each dimension.

dots on the projection and drawing a convex hull around them.
Clusters can also be saved and named as selections.

All of these groupings are displayed as panels in the sidebar. Each
selection, cluster, or class is displayed with a thumbnail of its spatial
distribution, providing a quick visual way of locating the relevant
points in the projection. Some additional information, such as the
name or the number of samples, is displayed below the thumbnail.
Furthermore, hovering over a grouping’s thumbnail displays small
density plots in the list of dimensions, as well as a text-based preview
of the most deviating dimensions per group.

On the projection, these groupings are coded by colour, with the
user being able to switch between displaying classes, selections, or
clusters using the respective eye icon.

4.3 Comparing elements

Elements can be analysed by viewing their values and comparing them
to the dataset in general, or to other selections in particular. Even
a single sample is never analysed in isolation; its values only make
sense when compared to the rest of the dataset (see Figure 2).

Analysing a single sample is done by hovering the mouse pointer
over a dot on the projection. The values for the corresponding sample
are indicated in the list of dimensions. Additionally, a tooltip appears,
showing the values for the various dimensions, and their standard
deviations. They are displayed in text form for accuracy, as well as
in a graphical representation for quick comprehension. The deviations
from the mean are displayed as bar charts, with density plots of the
whole dataset in the background to provide additional context. The
colours of the bars reflect the deviation as well, either in red or blue,
and with increasing saturation for higher deviations. If there are too
many dimensions to display at once, only the dimensions are shown,
in which the sample deviates most. An individual sample can also
be compared to other samples by selecting it and hovering over other
samples. A tooltip will appear and visualise the differences.

Analysing groups works similarly. When selecting a group of
samples, density plots for them are shown in the list of dimensions,
comparing the selection to the dataset. A tooltip comparison is
displayed as well. Because there is no single value for the dimensions,
the means are used instead. The graphical representation also takes
this into account, showing a density plot instead of a bar. As shown
in Figure 3, groupings can also be compared to each other, displaying
density plots for each of them. The methods for comparing samples
and groups work together, making it possible to compare a sample to
multiple clusters to e.g. find out which of them it should belong to.

4.4 Analysing dimensions

It is important to be able to quickly reference original dimensions
when analysing a dimensionality-reduced projection. Two things
matter in this regard: the spatial distribution of values in the projection
to account for clustering of the data, and the distribution of values in
the dimension itself to see how elements compare to other elements

Fig. 3. After selecting one group of samples, hovering over another
group shows a tooltip that compares these groups (here selections).

within an individual dimension. For this purpose the interface features
dynamic heatmaps in the projection and density plots in the sidebar.

4.4.1 Heatmaps
Projections created with most dimensionality-reduction techniques,
such as MDS, have no meaningful axes, complicating spatial orien-
tation because dimensional values are distributed nonlinearly. Yet, in
order to assign meaning to clustering and find correlations between
dimensions, it is important to know how those values correspond with
the positioning of the dots. (For some techniques, such as PCA,
the contribution of each original dimension can be mapped to the
projected dimensions. It would then be possible to display this as a
biplot, creating meaningful axes.)

One solution is to use a glyph plot, with the dots themselves being
used to represent an additional dimension, for example by varying
their size according to the values. This technique is available in the
prototype and can be used to visualise a dimension spatially. Where
dot size can only show the value distribution for the actual samples,
the projection space can also be used to answer a more theoretical
question: what values would a fictive sample have to have to be
projected to a certain spot? Or, phrased differently: what are the
interpolated values for the projection space? We used a heatmap to
try to answer this question.

Fig. 4. Hovering over a dimension in the sidebar displays its distribution
as a heatmap in the projection on the left.

The heatmap is a grid of cells each representing the value for a
certain dimension at its position, with higher values being darker.
Brightness is used to avoid confusion with the group colours. This
allows to visually assess the value distribution for a given dimension,
with smooth transitions between zones. All heatmaps are also shown
as thumbnails in the list of dimensions, and on the projection itself

Comparing Two Groups
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Fig. 2. A tooltip displays the sample’s absolute values, standard
deviations, and graphical representations for each dimension.

dots on the projection and drawing a convex hull around them.
Clusters can also be saved and named as selections.

All of these groupings are displayed as panels in the sidebar. Each
selection, cluster, or class is displayed with a thumbnail of its spatial
distribution, providing a quick visual way of locating the relevant
points in the projection. Some additional information, such as the
name or the number of samples, is displayed below the thumbnail.
Furthermore, hovering over a grouping’s thumbnail displays small
density plots in the list of dimensions, as well as a text-based preview
of the most deviating dimensions per group.

On the projection, these groupings are coded by colour, with the
user being able to switch between displaying classes, selections, or
clusters using the respective eye icon.

4.3 Comparing elements

Elements can be analysed by viewing their values and comparing them
to the dataset in general, or to other selections in particular. Even
a single sample is never analysed in isolation; its values only make
sense when compared to the rest of the dataset (see Figure 2).

Analysing a single sample is done by hovering the mouse pointer
over a dot on the projection. The values for the corresponding sample
are indicated in the list of dimensions. Additionally, a tooltip appears,
showing the values for the various dimensions, and their standard
deviations. They are displayed in text form for accuracy, as well as
in a graphical representation for quick comprehension. The deviations
from the mean are displayed as bar charts, with density plots of the
whole dataset in the background to provide additional context. The
colours of the bars reflect the deviation as well, either in red or blue,
and with increasing saturation for higher deviations. If there are too
many dimensions to display at once, only the dimensions are shown,
in which the sample deviates most. An individual sample can also
be compared to other samples by selecting it and hovering over other
samples. A tooltip will appear and visualise the differences.

Analysing groups works similarly. When selecting a group of
samples, density plots for them are shown in the list of dimensions,
comparing the selection to the dataset. A tooltip comparison is
displayed as well. Because there is no single value for the dimensions,
the means are used instead. The graphical representation also takes
this into account, showing a density plot instead of a bar. As shown
in Figure 3, groupings can also be compared to each other, displaying
density plots for each of them. The methods for comparing samples
and groups work together, making it possible to compare a sample to
multiple clusters to e.g. find out which of them it should belong to.

4.4 Analysing dimensions

It is important to be able to quickly reference original dimensions
when analysing a dimensionality-reduced projection. Two things
matter in this regard: the spatial distribution of values in the projection
to account for clustering of the data, and the distribution of values in
the dimension itself to see how elements compare to other elements

Fig. 3. After selecting one group of samples, hovering over another
group shows a tooltip that compares these groups (here selections).

within an individual dimension. For this purpose the interface features
dynamic heatmaps in the projection and density plots in the sidebar.

4.4.1 Heatmaps
Projections created with most dimensionality-reduction techniques,
such as MDS, have no meaningful axes, complicating spatial orien-
tation because dimensional values are distributed nonlinearly. Yet, in
order to assign meaning to clustering and find correlations between
dimensions, it is important to know how those values correspond with
the positioning of the dots. (For some techniques, such as PCA,
the contribution of each original dimension can be mapped to the
projected dimensions. It would then be possible to display this as a
biplot, creating meaningful axes.)

One solution is to use a glyph plot, with the dots themselves being
used to represent an additional dimension, for example by varying
their size according to the values. This technique is available in the
prototype and can be used to visualise a dimension spatially. Where
dot size can only show the value distribution for the actual samples,
the projection space can also be used to answer a more theoretical
question: what values would a fictive sample have to have to be
projected to a certain spot? Or, phrased differently: what are the
interpolated values for the projection space? We used a heatmap to
try to answer this question.

Fig. 4. Hovering over a dimension in the sidebar displays its distribution
as a heatmap in the projection on the left.

The heatmap is a grid of cells each representing the value for a
certain dimension at its position, with higher values being darker.
Brightness is used to avoid confusion with the group colours. This
allows to visually assess the value distribution for a given dimension,
with smooth transitions between zones. All heatmaps are also shown
as thumbnails in the list of dimensions, and on the projection itself

Heatmap from Dimension Hover
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Fig. 5. Comparing an individual sample with a class from the well-known Iris flower data set. In addition to the distribution of dimensions of the
class and the value of the sample, the visualization also indicates sample-centric distortions using grey and white halos.

when hovering a dimension in the list (see Figure 4). This allows both
for an overview to spot dimensions with interesting patterns, and for a
more detailed view together with the dots.

The grid is constructed by dividing up the projection space into a
number of cells, with their size based on the mean of distances for
the closest three points from each point. A minimum value is used to
prevent the grid from getting too small to be useful, and calculations
taking too long.

The values for each grid cell are calculated by averaging the values
of the points in the cell, or, if there are none, the three closest points
for the cell, weighting them according to their distances from the cell.
This ensures smooth transitions over large gaps in the projection space,
while being responsive to abrupt changes at the same time.

4.4.2 Density plots

While the heatmaps show how the values are spatially distributed in
the projection space, kernel density plots in the list of dimensions
show their value distributions. In the prototype, currently the plots
are generated roughly equivalent to R’s bw.nrd0 function which uses
Silverman’s ‘rule of thumb’ [24, p. 48]. Percentiles are indicated on
the density plots to support the visual assessment. Used together with
brushing and linking, it is possible to assess how a sample, or a group
of samples, relates to the whole dataset.

Markers or sub-plots for selected elements are shown on the density
plots in the list of dimensions, providing dynamic highlights of sam-
ples being examined (see Figure 5, lower right). Additional markers
display the dimensional values mouse position in the projection space,
based on the calculations done for the heatmap, making it possible to
gradually track value progressions for multiple dimensions.

4.5 Examining projection errors

Besides exploring the distribution of samples and dimensions, the
visualization environment allows for the integrated examination of
projection errors by providing per-sample halos, distance corrections,
and a dendrogram.

4.5.1 Error halos
The cumulative distance error for each point is displayed as a halo
around the dot, with the radius corresponding to the relative amount of
error and the value indicating the direction of the error (see Figure 6).
This is intended to help the user visually understand the quality of
the projection and find potentially unreliable spots. Hovering over a
dot shows the errors in relation to the hovered point, to check if the
distances between certain points are correct or just projection artefacts,
and learn which points should be closer together or further apart.

Halos were chosen because their visual properties are a good match
for the properties of the error they represent. The error does not belong
to the sample, but to the projection, and as such should be displayed
by the projection. A halo is clearly connected to the dot, but also part
of the projection. Size was chosen as a very intuitive metric to display
the amount of error, with points with a large error standing out easily.

The brightness of the halo displays the direction of the error. If
the other points are farther away in the projection than in the high-
dimensional space, the halo is white; if they are too close in the
projection, the halo is dark. White was chosen for points that should
be nearer because it stands out more, and while using the prototype
ourselves, we often ended up looking for ‘similar’ samples.

Size and brightness were chosen over colour or shape, as using
colour would have clashed with the colouring of the dots, and different
shapes were not as glanceable as changes in brightness.

4.5.2 Distance correction
After examining the approximation errors, the viewer might decide
that the errors of a certain point warrant more attention. They can then
visualize them by selecting to view the high-dimensional distances
between the selected point and all others. This removes all projection
errors when it comes to distance, but for the selected sample only.

The new, corrected positions for each point are calculated by taking
the vector between the selected and the other point and multiplying it
by the distance error ratio between the two. The angle between them is
kept as is. As a result, the other point moves directly towards or away
from the specified point, correcting the distance.

Showing Error via Sample-centric Halos
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Fig. 6. Halos represent the cumulative error for the respective samples.
White indicates that a majority of samples is more similar than indicated
by their distance to the given sample; grey indicates the opposite.

The paths travelled by the points are shown as lines, leading from
the points’ original positions in the projection to the new, corrected
positions (see Figure 8). This connects them to their original positions
in the projection, and displays the size of the distance error at the same
time. Resembling the brightness encoding of the halos, the brightness
of the lines indicates whether they’ve moved closer or farther away.

A problem with this solution is that it introduces new distortions in
the spatial relationship between all other points. Only the distances
directly between the selected point and the other points are reliable,
whereas all the other distances are distorted, and the new positioning
might lead to wrong assumptions about potential clusterings. To
mitigate this problem, the correction paths are shown.

Another solution would be to recompute the projection while
preserving the distances from and to the selected point and being
more generous with distance errors among the remaining points. This
would somewhat reduce the introduced distortions. However, in
a recomputed projection, the positions of the points might change
significantly, most likely leading to completely different positions for
all points, possibly confusing the observer even if an animation is used.

Fig. 7. Dendrograms mapped onto the projection. Left: projection with
low projection error. Right: high projection error.

4.5.3 Dendrogram
In addition to the visualization of errors and corrections, a dendrogram
can visualize the samples with regard to their position in the clus-
tering hierarchy. Such a dendrogram (using the same agglomerative
algorithm as the clusters) overlaid onto the projection may also help

Fig. 8. Projection errors are corrected for the selected sample in orange;
grey traces indicate that samples are more different in high-dimensional
space, while white traces indicate a higher level of similarity.

to visualise high-dimensional distances on the projection space [25].
It graphically emphasises clusters by connecting close dots through
dense lines. Interestingly, the dendrogram is a surprisingly good
indicator of goodness of fit: if many thick, long lines intersect, it is
likely that the projection is of low quality.

5 EXAMPLE: OECD COUNTRIES

To illustrate the functionality of the interface we visualize the dataset
of OECD countries in the prototype (see Figure 9). The dataset
contains 8 dimensions for 36 countries2. First, the viewer is drawn
to the projection and notices Turkey that seems to be a clear outlier,
far away from all other countries. To explore why this is, the viewer
can examine this sample by hovering over it. A tooltip relating Turkey
to the rest of the dataset appears, showing that it deviates strongly from
the mean in nearly every dimension. This indicates the positioning as
outlier is probably correct.

To test this assumption and build up trust in the visualization,
the viewer selects ‘correct distances’, showing the high-dimensional
distances between Turkey and the other countries. This reveals that
Turkey should be even farther apart from several of the other countries.
Having confirmed that Turkey is an outlier in this dataset, the viewer
uses the built-in clustering to get a sense of how the countries are
grouped. Playing around with the number of clusters, they notice
that there seem to be seven clusters roughly corresponding to the
geographical and geopolitical placement of the countries.

Taking a closer look at the positioning of the clustered countries,
they realise that the arrangement seems to roughly correspond to
geographic directions: Northern and Southern countries are roughly
distributed along the vertical axes, East and West along the horizontal.
To find out if or how this correlates with the dimensions, the viewer
first compares the different clusters. Here the differences along the
dimensions are very much pronounced. Interestingly though, life
expectancy is lower in Latin America than Asia, while the self-
reported health is higher for the former than the latter.

After a few more comparisons between the clusters, the viewer
becomes interested in the dimension life satisfaction and turns towards
the heatmaps. They notice that the values for life satisfaction and self-
reported health seem to be higher in the Western countries, whereas the
value for employees working very long hours seems to be especially
high in the countries of the far East and the South.

2http://www.oecdbetterlifeindex.org/

Showing Projection Errors
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User Study & Results
• Types of Questions: 
- How would you try to characterize the type X? 
- In what way are X and Y different in their properties? 
- Are the projections of X and Y correct or do they deviate? How do you 

interpret this? 
- Can you discover which parts of the cluster combinations are A, B, and C? 

• Discussion: 
- Learnability: need more effective mechanisms for grasping the concepts 

behind dimensionality reduction 
- Manipulation: What happens with results? 
- Large data: What about text corpora?
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Grand, guided and manual tours 3

Fig. 1. Projections are like shadows. They are useful for obtaining a sense of the
shape of a data set, when many projections are viewed. What may look like a horse
in one projection may be revealed as carefully oriented pair of hands by another
projection.
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Fig. 3. Two one-dimensional projections of two-dimensional data.

1.2 What Structure is Interesting?

When we use tours, what are we looking for in data? Anything that is not
normally distributed, a little unusual or unexpected. For example, clusters
of points, outliers, linear dependencies, non-linear relationships, and low-
dimensional sub-structures. All of these can be present in multivariate data
but hidden from the viewer who only chooses a few static projections. Figures
4 and 5 show some examples.

In Figure 4 a scatterplot matrix of all pairwise plots is shown at left,
and a tour projection is shown at right. The pairwise plots show some linear
association between three variables, particularly between the variables TEMP
and PRESS, and TEMP and CODE. However, viewing the data in a tour
reveals that the three variables are really perfectly related, with perhaps a
slight nonlinear association. The projection of the data revealing the perfect
relationship is:

A =

2

4
TEMP �0.720 0.470
PRESS �0.668 �0.671
CODE �0.191 0.573

3

5

In Figure 5 the pairwise scatterplots (at left) suggest there is some cluster-
ing of the data points in this six variable data set. The tour projection (right)
reveals three well-separated clusters. The projection revealing the clusters is:

Leads to Different Conclusions
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Fig. 5. The six variables show some clustering in the scatterplot matrix (all pairwise
marginal projections in left plot), but the three clusters are better separated in a
tour projection (right plot).

Tours help explore projections
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[D. Cook et al., 2008]
D. Koop, CSCI 628, Fall 2021



Going beyond 2D and 3D to visualise higher 
dimensions, for ordination, clustering & other models

D. Cook

D. Koop, CSCI 628, Fall 2021

https://www.dicook.org/files/visec2020/slides_tourr#1
https://www.dicook.org/files/visec2020/slides_tourr#1
https://www.dicook.org/files/visec2020/slides_tourr#1
https://www.dicook.org/files/visec2020/slides_tourr#1


Toward Comparing DNNs with UMAP Tour

M. Li and C. Scheidegger

D. Koop, CSCI 628, Fall 2021

https://tiga1231.github.io/umap-tour/
https://tiga1231.github.io/umap-tour/

