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Fig. 1: Design alternatives for a four-class density map. 1 shows small multiples where each density map is individually presented
with a unique color; 2 stacks the density maps and blends the color at each pixel; 3 shows the color of the pixel with the highest
density; 4 - 6 use regular and irregular weaving patterns; 7 shows a contour plot for each class; and 8 – 14 use rebinning (binning
and aggregation over the density maps) with tiles produced by a random Voronoı̈ tessellation. The aggregated values are rendered in

8 with a flat color showing the highest density, 9 with hatching, 10 with proportional bars, 11 with regular weaving, 12 with a dot
density plot, 13 with bar-chart glyphs, and 14 with circle sizes.

Abstract—Multiclass maps are scatterplots, multidimensional projections, or thematic geographic maps where data points have a

categorical attribute in addition to two quantitative attributes. This categorical attribute is often rendered using shape or color, which

does not scale when overplotting occurs. When the number of data points increases, multiclass maps must resort to data aggregation

to remain readable. We present multiclass density maps: multiple 2D histograms computed for each of the category values. Multiclass

density maps are meant as a building block to improve the expressiveness and scalability of multiclass map visualization. In this

article, we first present a short survey of aggregated multiclass maps, mainly from cartography. We then introduce a declarative

model—a simple yet expressive JSON grammar associated with visual semantics—that specifies a wide design space of visualizations

for multiclass density maps. Our declarative model is expressive and can be efficiently implemented in visualization front-ends such as

modern web browsers. Furthermore, it can be reconfigured dynamically to support data exploration tasks without recomputing the raw

data. Finally, we demonstrate how our model can be used to reproduce examples from the past and support exploring data at scale.

Index Terms—Scalability, multiclass scatterplots, density maps, aggregation, declarative specification, visualization grammar

1 INTRODUCTION

In this article, we are interested in methods to increase the scalability
and expressiveness of 2D multiclass maps (i.e., visual representations
of data that consist of two quantitative attributes, which are mapped
to (x,y), and one categorical attribute). 2D multiclass maps include
scatterplots, multidimensional projections, and thematic geographic
maps, altogether called maps. These maps are supported by all the
multidimensional data visualization and cartographic systems, attesting
their popularity and effectiveness. In nonaggregated maps, the categori-
cal attribute is depicted using a categorical visual variable at each point,
such as color or shape. However, when the number of points increases,
the maps become unreadable because of excessive overplotting, which
can result from structural properties of the data (e.g., multiple points
being heavily clustered), or simply because of the sheer number of
points.
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Massive datasets suitable to be visualized as multiclass maps are
easily available, for example, the RTI U.S. Synthetic Household Popu-
lation™ [50] containing one point per person in the United States (300
million) with their age, sex, race, income, and house location. Large
multiclass maps can also be easily generated by computing the projec-
tion of millions of multidimensional multiclass points using modern
scalable projection systems [39, 48].

To scale scatterplots, several approaches have been proposed, such
as adaptive opacity [15, 30, 32] and aggregation [13, 53]. However,
adaptive opacity does not scale well with the number of categories
since multiple categorical colors become ambiguous when blended,
and aggregation methods such as density plots are limited to purely
bivariate quantitative data. Few techniques have been described to
support the visualization of aggregated multiclass maps, and to our
knowledge, no system supports their visualization in a flexible way.

In this article, we present a declarative model to specify multiclass
density maps, multiple density plots with different classes, applicable
to an arbitrary number of points. Our contributions are:

• a review of visualization techniques for multiclass density maps,
• a conceptual model for describing a wide range of visualizations

of multiclass density maps, and
• a concise declarative grammar and its interpreter to specify their

rendering.
Our model relies on the creation of multiple aggregated data buffers

by visualization library back-ends, while a front-end system (e.g., a
web browser) allows interactively configuring and combining the data
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Fig. 6. Experiment 2 stimuli, 6 variables. From top to bottom: Blending
6 colors, 2-pixel size noise, visual angle 3 minutes; 4-pixel size noise,
visual angle 6 minutes.

variables in each state. The second condition included 51 displays
in which colors coexisted in an area by following a 2 pixel size noise
pattern and finally for the third condition the colors coexisted by cov-

ering different levels of a 4 pixel size noise pattern. The patterns were
made by filling the area of the map by a noise pattern of the appropriate
size and posterizing the pattern into 2, 3, 4 and 6 different levels while
equalizing the image histogram to get approximately the same num-
ber of pixels for each of the gray level values. This procedure ensured
that there were approximately the equal number of pixels belonging to
each of the coexisting colors(variables) in the states.

In order to remove the effect of any learning, for each of cases of the
2 variables, 3 variables, 4 variables and 6 variables we chose a random
swapping of the values belonging to each state while at the same time
ensuring that for each of the overlapping conditions, the same maps
were used in making the blend, small size noise and big size noise
versions.

In order to present a set of cognitively organized tasks to the
observers, each observer was shown a random order of the following
sets: all the blended images, all the small noise images and all the
large size noise images. Within each of the blended, small noise and
big noise groups, they randomly saw all the 2 variables, 3 variables, 4
and 6 variables respectively.

Procedure
Due to the large number of displays we were not able to test all
the states nor were we able to include repeated measures. The
instruction guided the participants to only look at the state of Iowa
and make their color evaluations by adjusting up to six sliders each of
which corresponding to one of the overlapping or coexisting variables.

Participants
Eighteen people (four females fourteen males, aged 21-38) partici-
pated in this experiment. Six of the participants were from university
of Minnesota, six were recruited from Gettysburg College and six
from NCSU.

4.2 Data Analysis and General Results

As shown in Figure 7 the results from experiment 2 indicate that the
error rates were significantly lower when the original color informa-
tion was available via the high frequency texture than when the colors
were blended. In the case of the blended representation, error rates
steadily rose as the number of components increased (a trend that we
found statistically significant in an ANOVA analysis). We observed
weak evidence of a similar effect in the case of the woven textures, but
it was not statistically significant.

An ANOVA analysis with a standard 95% confidence interval com-
pared two conditions: the type of color mixing (blending, small noise
textures, large noise textures) and the number of variables in the map
(2, 3, 4, or 6). Median accuracy for the target colors was used as a per-
formance metric (see Section 3.3 describing Experiment 1’s results for
a full explanation of how color accuracy was calculated). The ANOVA
analysis showed that both the type of color mixing and the number
of variables had a significant main effect (mixing type: F = 16.68
and p = 0.0035; number of variables: F = 52.51 and p < 0.001).
Within mixing types, Tukey’s HSD analysis found that at the 95%
level, blending was significantly different from, and worse than, weav-
ing.

When looking at blended colors, the parwise comparison showed
that 3 or 4 variables were significantly less accurate than 2 variables,
and 6 variables was significantly less accurate than 3 or 4 variables.
For both the small and the large noise textures, 6 variables was signif-
icantly less accurate than 2, 3, or 4 variables.

However the performance with 2,3 and 4 were not significantly dif-
ferent for either of the noise sizes. Subdividing results by number of
variables (2, 3, 4, and 6), blending was significantly less accurate than
noise textures in all four cases, while there were no significant differ-
ences in accuracy between the small and large noise textures in any of
the four cases.

Interestingly, despite the conviction of the participants that the col-
ors could not be differentiated from each other in the case of blending
more than 2 variables, all the participants were still able to perform
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Fig. 6. Experiment 2 stimuli, 6 variables. From top to bottom: Blending
6 colors, 2-pixel size noise, visual angle 3 minutes; 4-pixel size noise,
visual angle 6 minutes.

variables in each state. The second condition included 51 displays
in which colors coexisted in an area by following a 2 pixel size noise
pattern and finally for the third condition the colors coexisted by cov-

ering different levels of a 4 pixel size noise pattern. The patterns were
made by filling the area of the map by a noise pattern of the appropriate
size and posterizing the pattern into 2, 3, 4 and 6 different levels while
equalizing the image histogram to get approximately the same num-
ber of pixels for each of the gray level values. This procedure ensured
that there were approximately the equal number of pixels belonging to
each of the coexisting colors(variables) in the states.

In order to remove the effect of any learning, for each of cases of the
2 variables, 3 variables, 4 variables and 6 variables we chose a random
swapping of the values belonging to each state while at the same time
ensuring that for each of the overlapping conditions, the same maps
were used in making the blend, small size noise and big size noise
versions.

In order to present a set of cognitively organized tasks to the
observers, each observer was shown a random order of the following
sets: all the blended images, all the small noise images and all the
large size noise images. Within each of the blended, small noise and
big noise groups, they randomly saw all the 2 variables, 3 variables, 4
and 6 variables respectively.

Procedure
Due to the large number of displays we were not able to test all
the states nor were we able to include repeated measures. The
instruction guided the participants to only look at the state of Iowa
and make their color evaluations by adjusting up to six sliders each of
which corresponding to one of the overlapping or coexisting variables.

Participants
Eighteen people (four females fourteen males, aged 21-38) partici-
pated in this experiment. Six of the participants were from university
of Minnesota, six were recruited from Gettysburg College and six
from NCSU.

4.2 Data Analysis and General Results

As shown in Figure 7 the results from experiment 2 indicate that the
error rates were significantly lower when the original color informa-
tion was available via the high frequency texture than when the colors
were blended. In the case of the blended representation, error rates
steadily rose as the number of components increased (a trend that we
found statistically significant in an ANOVA analysis). We observed
weak evidence of a similar effect in the case of the woven textures, but
it was not statistically significant.

An ANOVA analysis with a standard 95% confidence interval com-
pared two conditions: the type of color mixing (blending, small noise
textures, large noise textures) and the number of variables in the map
(2, 3, 4, or 6). Median accuracy for the target colors was used as a per-
formance metric (see Section 3.3 describing Experiment 1’s results for
a full explanation of how color accuracy was calculated). The ANOVA
analysis showed that both the type of color mixing and the number
of variables had a significant main effect (mixing type: F = 16.68
and p = 0.0035; number of variables: F = 52.51 and p < 0.001).
Within mixing types, Tukey’s HSD analysis found that at the 95%
level, blending was significantly different from, and worse than, weav-
ing.

When looking at blended colors, the parwise comparison showed
that 3 or 4 variables were significantly less accurate than 2 variables,
and 6 variables was significantly less accurate than 3 or 4 variables.
For both the small and the large noise textures, 6 variables was signif-
icantly less accurate than 2, 3, or 4 variables.

However the performance with 2,3 and 4 were not significantly dif-
ferent for either of the noise sizes. Subdividing results by number of
variables (2, 3, 4, and 6), blending was significantly less accurate than
noise textures in all four cases, while there were no significant differ-
ences in accuracy between the small and large noise textures in any of
the four cases.

Interestingly, despite the conviction of the participants that the col-
ors could not be differentiated from each other in the case of blending
more than 2 variables, all the participants were still able to perform
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6 CONCLUSION

Splatterplots provide a new technique for displaying point
data that scales well with the number of points. As the number
of points grows larger, the amount of information to be
presented exceeds what can be displayed. Splatterplots
explicitly abstract the data to fit within a screen-space
information density bound. By showing dense regions of
points as contour-bounded filled areas and subsampling the
number of points outside these areas, Splatterplots preserve
the ability to see overall shapes and trends, relationships
between sets, and a sense of the range of outliers—even as the
number of data points greatly exceeds the number of pixels.
Detailed information hidden by these abstractions can be
revealed through interactive navigation, made possible at

interactive rates through an efficient GPU-accelerated im-
plementation.

The key feature of Splatterplots, that information is
abstracted based on screen-space limits to enforce readability,
is also a limitation. Abstraction removes detail that may be
important to the viewer. The choices in Splatterplots
emphasize conveying shape and set relations, at the expense
of providing details of density and specific point positions.
Specific points can be revealed through zooming. However,
for some applications, different tradeoffs may be advanta-
geous. Splatterplots allow the user to explore the density
through interactive control of the aggregation parameter.
However, user control over parameters emphasizes another
limitation: Changes to the parameter effect the shapes of the
dense regions. The impact of this issue is lessened because
Splatterplots have few parameters; these parameters are easy
to control because they are defined in screen (rather than
data) space; and the displays can be updated at interactive
rates allowing experimentation with parameters.

Another limitation of Splatterplots is that most abstrac-
tion is done on individual data subgroups, which may
potentially lead to visual complexity due to the interactions
between subgroups. Fig. 19 shows an example of this
phenomenon. Notice how in Fig. 19a each of the separate
contours is relatively smooth and has easy to perceive
features. However, once the contours are displayed on the
same plot, the contours interact in nonobvious ways,
creating a large number of visually salient and distracting
features. Increasing the amount of smoothing during KDE
greatly diminishes and performing shape optimization
reduce these problems and makes the resulting Splatterplot
more comprehensible. However, we rely on user tuning of
the abstraction parameters to find the appropriate balance
of data fidelity and readability.

While Splatterplots scale well in the number of points,
they are limited in their scaling in the number of subgroups.

1536 IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, VOL. 19, NO. 9, SEPTEMBER 2013

Fig. 18. Top seven genres plotted at once. Notice how Prin1 separates
the genres into two larger groups with Sermons, Religious Prose, and
Nonfictional Prose on the left and the other four genres on the right.
These trends are more difficult to pick out in the scatter plot.

Fig. 19. Adding more sets to a single plot has the effect of increasing
visual complexity in the final view.

Authorized licensed use limited to: Northern Illinois University. Downloaded on March 04,2020 at 19:05:27 UTC from IEEE Xplore.  Restrictions apply. 
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6 CONCLUSION

Splatterplots provide a new technique for displaying point
data that scales well with the number of points. As the number
of points grows larger, the amount of information to be
presented exceeds what can be displayed. Splatterplots
explicitly abstract the data to fit within a screen-space
information density bound. By showing dense regions of
points as contour-bounded filled areas and subsampling the
number of points outside these areas, Splatterplots preserve
the ability to see overall shapes and trends, relationships
between sets, and a sense of the range of outliers—even as the
number of data points greatly exceeds the number of pixels.
Detailed information hidden by these abstractions can be
revealed through interactive navigation, made possible at

interactive rates through an efficient GPU-accelerated im-
plementation.

The key feature of Splatterplots, that information is
abstracted based on screen-space limits to enforce readability,
is also a limitation. Abstraction removes detail that may be
important to the viewer. The choices in Splatterplots
emphasize conveying shape and set relations, at the expense
of providing details of density and specific point positions.
Specific points can be revealed through zooming. However,
for some applications, different tradeoffs may be advanta-
geous. Splatterplots allow the user to explore the density
through interactive control of the aggregation parameter.
However, user control over parameters emphasizes another
limitation: Changes to the parameter effect the shapes of the
dense regions. The impact of this issue is lessened because
Splatterplots have few parameters; these parameters are easy
to control because they are defined in screen (rather than
data) space; and the displays can be updated at interactive
rates allowing experimentation with parameters.

Another limitation of Splatterplots is that most abstrac-
tion is done on individual data subgroups, which may
potentially lead to visual complexity due to the interactions
between subgroups. Fig. 19 shows an example of this
phenomenon. Notice how in Fig. 19a each of the separate
contours is relatively smooth and has easy to perceive
features. However, once the contours are displayed on the
same plot, the contours interact in nonobvious ways,
creating a large number of visually salient and distracting
features. Increasing the amount of smoothing during KDE
greatly diminishes and performing shape optimization
reduce these problems and makes the resulting Splatterplot
more comprehensible. However, we rely on user tuning of
the abstraction parameters to find the appropriate balance
of data fidelity and readability.

While Splatterplots scale well in the number of points,
they are limited in their scaling in the number of subgroups.

1536 IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, VOL. 19, NO. 9, SEPTEMBER 2013

Fig. 18. Top seven genres plotted at once. Notice how Prin1 separates
the genres into two larger groups with Sermons, Religious Prose, and
Nonfictional Prose on the left and the other four genres on the right.
These trends are more difficult to pick out in the scatter plot.

Fig. 19. Adding more sets to a single plot has the effect of increasing
visual complexity in the final view.
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Fig. 3: The six stages of the Class Buffer model.

• a color that will determine the color scale used to visually represent
the class (see Fig. 1);

• a hatching angle, in case hatching is used (see Fig. 1- 9 );
• a scale that will be used to transform the counts before encoding

them visually (e.g., linear scale, log scale, or square-root scale).
All these visual properties are specified on the front-end using a

grammar that will be detailed in Sect. 4.8. All the visual properties
have default values. For example, by default, we assign a color from
ColorBrewer’s qualitative color scales [21] to each class buffer. How-
ever, controlling the color assignment is often important, as in Fig. 2-a
where the parties have well-known colors. Besides channel-specific
visual properties, this declarative grammar contains information on
data buffers (e.g., a URI to data buffers on a server) and specifies global
options for the pipeline (e.g., how color scales should be blended or
how tiles should be defined for the next stage).

4.4 Rebinning
The rebinning stage (Fig. 3-4) first partitions the W ⇥H grid into M
tiles. A tile is a set of cells in the W ⇥H grid, and the set of all tiles is
referred to as a tiling. Tilings are defined such that there is no overlap
between tiles and the union of all tiles is the whole W ⇥H grid. The
simplest tiling is pixel tiling, where each tile consists of a single cell
of the W ⇥H grid (i.e., M = W ⇥H). Other tilings contain tiles that
span multiple cells. Such tilings can be either regular (e.g., a set of
2⇥2 rectangles as in Fig. 3-4) or irregular (e.g., regions in a choropleth
map). Fig. 1- 8 – 14 are examples of irregular tilings, while Fig. 1- 1 – 3

use pixel tiling. Tiles can be defined based on geometrical primitives
or using the URI of a TopoJSON [6] specification to define geographic
administrative boundaries for choropleth maps.

After a tiling has been constructed, the rebinning process creates and
assigns a data vector to each of the M tiles. A data vector is a vector
of length N that stores a count for each class, called the aggregated
count. That is, all binned pixels from class i that belong to the tile t
are aggregated into a single value and stored in the ith element of the
data vector of t. Possible aggregate functions include sum (i.e., the
counts of the binned pixels are summed), min, mean, max, and density
(sum divided by area). Again, counts can take noninteger values. When
pixel tiling is used, aggregation amounts to simply copying counts from
binned pixels into data vectors.

Finally, the rebinning stage virtually normalizes all aggregated
counts between 0 and 1, according to the options assigned during
the styling stage (e.g., using a linear, log, square root, or equi-depth
histogram scale). These counts are called normalized counts. Con-
cretely, it defines a scale object that maps the range of counts to [0,1].
This scale object is later reused for the legend.

4.5 Assembly
The assembly stage (Fig. 3-5) turns the tiles and data vectors into an
image with an opacity (alpha) channel, which we refer to as a density
map image. Much of the visualization process occurs in this stage.

There are four broad types of assembly operations: masking, mixing,
hatching, and generating glyphs.

The first type of assembly operation, masking, assigns a mask to
each of the N class buffers. A mask is a W ⇥H grid of opacity values,
and the N masks are defined so that the sum of opacity values across all
classes is 1 for each of the pixels. Then each tile is rendered N times
with a uniform color. The color corresponds to the color previously
assigned to the class in the styling stage, and its opacity is set to the
normalized count stored in the data vector. The N tiles are finally
alpha-blended using the opacity values stored in the masks. Masks are
essentially used for producing weaving patterns, such as illustrated in
Fig. 1- 4 – 6 . In these examples, the mask opacity values are either 0 or
1, and the masks are used to define “patches.” Patches can be polygons,
such as triangles, rectangles (Fig. 1- 4 ), or hexagons (Fig. 1- 5 ). They
can be randomly assigned to class buffers (Fig. 1- 6 ) or follow a regular
pattern (Fig. 1- 4 ). Weaving guarantees that each pixel in the density
map image is assigned a unique class. When no masking is specified,
conflicts can be resolved using other types of assembly operations.

The mixing operation combines tiles by blending them. Similar
to masking, each tile is rendered N times, again with a uniform color
corresponding to the class and an opacity value equal to the normalized
count. However, the colors are mixed across the entire tile instead of
being masked. A straightforward mixing approach consists in averag-
ing all colors (see Fig. 1- 2 for an example). Other mixing methods
can be used; for example, additive mixing sums each RGB channel
of the N colors, thus generating bright colors for high-density regions.
Multiplicative mixing does the opposite, yielding dark colors for high-
density regions (see Fig. 6b for an example). It is also possible to take a
winner-takes-all approach, where only the class with the highest count
is chosen (see Fig. 1- 8 for an example). Finally, we also define a
loser-takes-all approach, where only the class with the lowest nonzero
count is chosen, but its color intensity is inverted; low color values
become vivid. This mixing method can boost the visibility of outliers.

Tiles can also be rendered with a hatching operation, which fills
each tile with evenly spaced lines. Typically, normalized count is en-
coded with line thickness, while class is encoded using line orientation,
color, or texture. The hatches can be combined across classes either
by stacking them side by side within each tile (as in Fig. 2c-left) or by
superimposing them (as in Fig. 1- 10 ).

Finally, tiles can be rendered using a more conventional visualization
pipeline, i.e., by generating glyphs. Glyphs are miniature visualiza-
tions that encode all N normalized counts in the data vector and are
typically displayed at the center of each tile. For example, in Fig. 1- 13 ,
a bar chart is placed inside each tile, conveying the density for each
class. Meanwhile, Fig. 1- 14 uses a “punchcard” style, where densities
are mapped to circle radii. In our implementation, all such glyphs
can be specified in Vega-Lite [43], a high-level JSON grammar for
visualization. Note that finding a “good” location for the glyphs is not
always trivial. We currently compute the largest rectangle in polygon
for each tile and place the glyph at the center of that rectangle.

Class Buffer Model
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A Declarative Rendering Model for Multiclass Density Maps

Jaemin Jo, Frédéric Vernier, Pierre Dragicevic, and Jean-Daniel Fekete, Senior Member, IEEE

1 2 3 4 5 6 7

8 9 10 11 12 13 14

Fig. 1: Design alternatives for a four-class density map. 1 shows small multiples where each density map is individually presented
with a unique color; 2 stacks the density maps and blends the color at each pixel; 3 shows the color of the pixel with the highest
density; 4 - 6 use regular and irregular weaving patterns; 7 shows a contour plot for each class; and 8 – 14 use rebinning (binning
and aggregation over the density maps) with tiles produced by a random Voronoı̈ tessellation. The aggregated values are rendered in

8 with a flat color showing the highest density, 9 with hatching, 10 with proportional bars, 11 with regular weaving, 12 with a dot
density plot, 13 with bar-chart glyphs, and 14 with circle sizes.

Abstract—Multiclass maps are scatterplots, multidimensional projections, or thematic geographic maps where data points have a

categorical attribute in addition to two quantitative attributes. This categorical attribute is often rendered using shape or color, which

does not scale when overplotting occurs. When the number of data points increases, multiclass maps must resort to data aggregation

to remain readable. We present multiclass density maps: multiple 2D histograms computed for each of the category values. Multiclass

density maps are meant as a building block to improve the expressiveness and scalability of multiclass map visualization. In this

article, we first present a short survey of aggregated multiclass maps, mainly from cartography. We then introduce a declarative

model—a simple yet expressive JSON grammar associated with visual semantics—that specifies a wide design space of visualizations

for multiclass density maps. Our declarative model is expressive and can be efficiently implemented in visualization front-ends such as

modern web browsers. Furthermore, it can be reconfigured dynamically to support data exploration tasks without recomputing the raw

data. Finally, we demonstrate how our model can be used to reproduce examples from the past and support exploring data at scale.

Index Terms—Scalability, multiclass scatterplots, density maps, aggregation, declarative specification, visualization grammar

1 INTRODUCTION

In this article, we are interested in methods to increase the scalability
and expressiveness of 2D multiclass maps (i.e., visual representations
of data that consist of two quantitative attributes, which are mapped
to (x,y), and one categorical attribute). 2D multiclass maps include
scatterplots, multidimensional projections, and thematic geographic
maps, altogether called maps. These maps are supported by all the
multidimensional data visualization and cartographic systems, attesting
their popularity and effectiveness. In nonaggregated maps, the categori-
cal attribute is depicted using a categorical visual variable at each point,
such as color or shape. However, when the number of points increases,
the maps become unreadable because of excessive overplotting, which
can result from structural properties of the data (e.g., multiple points
being heavily clustered), or simply because of the sheer number of
points.
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Massive datasets suitable to be visualized as multiclass maps are
easily available, for example, the RTI U.S. Synthetic Household Popu-
lation™ [50] containing one point per person in the United States (300
million) with their age, sex, race, income, and house location. Large
multiclass maps can also be easily generated by computing the projec-
tion of millions of multidimensional multiclass points using modern
scalable projection systems [39, 48].

To scale scatterplots, several approaches have been proposed, such
as adaptive opacity [15, 30, 32] and aggregation [13, 53]. However,
adaptive opacity does not scale well with the number of categories
since multiple categorical colors become ambiguous when blended,
and aggregation methods such as density plots are limited to purely
bivariate quantitative data. Few techniques have been described to
support the visualization of aggregated multiclass maps, and to our
knowledge, no system supports their visualization in a flexible way.

In this article, we present a declarative model to specify multiclass
density maps, multiple density plots with different classes, applicable
to an arbitrary number of points. Our contributions are:

• a review of visualization techniques for multiclass density maps,
• a conceptual model for describing a wide range of visualizations

of multiclass density maps, and
• a concise declarative grammar and its interpreter to specify their

rendering.
Our model relies on the creation of multiple aggregated data buffers

by visualization library back-ends, while a front-end system (e.g., a
web browser) allows interactively configuring and combining the data
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Time Curves: Folding Time to Visualize
Patterns of Temporal Evolution in Data

Benjamin Bach, Conglei Shi, Nicolas Heulot, Tara Madhyastha, Tom Grabowski, Pierre Dragicevic
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(b) History of the Wikipedia article on Palestine

Fig. 1. The time curve principle: a) a timeline is folded into itself in such a way that similar time points end up being close to each
other; b) Example: a time curve showing the evolution of a Wikipedia article.

Abstract—We introduce time curves as a general approach for visualizing patterns of evolution in temporal data. Examples of
such patterns include slow and regular progressions, large sudden changes, and reversals to previous states. These patterns can
be of interest in a range of domains, such as collaborative document editing, dynamic network analysis, and video analysis. Time
curves employ the metaphor of folding a timeline visualization into itself so as to bring similar time points close to each other. This
metaphor can be applied to any dataset where a similarity metric between temporal snapshots can be defined, thus it is largely
datatype-agnostic. We illustrate how time curves can visually reveal informative patterns in a range of different datasets.

Index Terms—Temporal data visualization, information visualization, multidimensional scaling

1 INTRODUCTION

A large portion of the information we produce is temporal: video
recordings, revision histories, meteorological records, brain scans, or
any digital collection that contains entities recorded at different times.
All such information artefacts reflect dynamic processes with possibly
complex patterns of evolution. For example, an article being writ-
ten can stagnate or progress quickly, or can undergo reversals in case
of a disagreement between multiple authors. Brain activity can vary
between different states, reflecting changing external stimuli and cog-
nitive processes. Weather is chaotic in the short run but follows steady

• Benjamin Bach is with Microsoft Research-Inria Joint Centre. E-mail:
benj.bach@gmail.com.

• Conglei Shi is with the IBM T.J, Watson Research Center, Yorktown
Height, NY. E-mail: shiconglei@gmail.com.

• Nicolas Heulot is with IRT SystemX: nicolas.heulot@irt-systemx.fr
• Pierre Dragicevic is with Inria: pierre.dragice@gmail.com
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Washington. E-mail: madhyt@u.washington.edu.
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Manuscript received 31 Mar. 2015; accepted 1 Aug. 2015; date of
publication xx Aug. 2015; date of current version 25 Oct. 2015.
For information on obtaining reprints of this article, please send
e-mail to: tvcg@computer.org.

cyclic patterns on a larger scale (seasons), and trends on an even larger
scale (climate). All such temporal patterns that can be of great interest
to domain experts or to a more general audience.

Many temporal data exploration tools have been developed that can
help better understand such patterns (for reviews see [2, 5, 8]), but
they are typically domain-specific or assume a particular data struc-
ture, such as multidimensional tabular data. Yet information artefacts
are diverse and many of them are largely unstructured (e.g., plain text
or photos). Developing specialized visualization tools for each possi-
ble domain and type of dataset can be costly and impractical. Thus we
need to develop more visual representations of temporal data that can
be applied to a range of datasets. Such visual representations can not
only help to reduce production costs, but can also be learned once for
all and become part of the repertoire of charts routinely used in pub-
lic communication. By introducing time curves, we show that while
each temporal dataset is different, many such datasets share similar
high-level patterns of temporal evolution that do not necessarily re-
quire elaborate and specialized techniques to be seen.

The time curve technique is a generic approach for visualizing tem-
poral data based on self-similarity. It only assumes that the underly-
ing information artefact can be broken down into discrete time points,
and that the similarity between any two time points can be quantified
through a meaningful metric. For example, a Wikipedia article can be
broken down into revisions, and the edit distance can be used to quan-
tify the similarity between any two revisions. A time curve can be seen

Next Paper
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(a) Support for Democratic vs. Republican
candidates in 2008 [46].

(b) Percentage of high school graduates, of college grad-
uates, and median house income in 2009 [22].

(c) Number of workers per sector of economy (primary,
secondary, tertiary) in 1954 by Bertin [4].

(d) Detail of a map of New-York City showing the distri-
bution of nationalities across districts in 1890 [25, 40].

(e) Six socioeconomic indicators in each of
the twelve Midwestern US states [19].

(f) Detail of a map showing average sales per farm
for each US state in 1919, 1924, and 1929 [10].

Fig. 2: Examples of multiclass density maps. Various techniques have been used to visualize multiclass density maps, such as bivariate (a) and
trivariate (b) maps, exhaustive maps [4] (c), hatching (d), weaving (e), and glyphs (f).

density maps are computed, one per class, and assigned a categorical
color (a hue). The visualization space is then segmented by a grid with
each cell showing one of the density maps. Similar to Attribute Blocks,
Weaving [19] has been designed to visualize multiclass data over choro-
pleth maps (Fig. 2e). One colored choropleth map is created for each
class, and the final image is composed by stacking the choropleth maps
using a regular grid where each cell shows a density map of a randomly
chosen class. Superimposing symbols (or, glyphs) on a map is also
commonly used to visualize multiclass data in cartography (Fig. 2f).
For example, Brewer and Compbell [9] introduce varied point sym-
bols, such as a pie chart with two wedges, to visualize bivariate data
on maps. As follow up studies, Nelson evaluates the performance of
those symbols [36], and Lamb [26] presents a layout algorithm that
automatically removes the overlap between the symbols. Finally, dot
distribution maps (or dot density maps) [17] look similar to sampling,
but they generate a random uniform pattern over aggregated areas to
convey density (Fig. 1- 12 ). Each dot represents a constant number of
data points, and the user needs to remember that meaning.

To summarize, various techniques have been proposed in the litera-
ture and visualization packages for multiclass maps. However, to deal
with the large number of tasks the user may want to do with this type
of maps, having a unifying conceptual model that can describe those
methods and realize new promising methods is required.

3 EXAMPLES FROM CARTOGRAPHY

In this section, we discuss a few representative examples of multiclass
density maps, shown in Fig. 2. Our visualizations are taken from car-
tography, because this significant discipline often needed to visualize
multiclass density data, so it has rich examples. However, as we dis-
cussed before, multiclass density maps do not need to be cartographic.
For example, they can include the combinations of multiple scatterplots
showing abstract data [12].

The first example by David B. Sparks [46] shows data from the
2008 Cooperative Congressional Election Study (CCES), where 30,000
randomly-sampled US residents were asked to report their support for

Democratic vs. Republican candidates (Fig. 2a). Areas with strong
Democratic and Republican support are in blue and red, respectively. In
addition, colors in densely populated areas are highly saturated, while
areas with low population density appear “washed out.” While the
divergent red-blue scale does not encode density information (but a
mean response on a seven-point scale), this map can alternatively be
seen as a mixture of two density maps: one showing the density of
Democratic supporters (and encoded on a white-blue scale) and one
showing the density of Republican supporters (and encoded on a white-
red scale). Therefore, this map can be conceptually seen as a multiclass
density map with two classes.

The second example is a US map by Gregory Hubacek [22], showing
the percentage of high school graduates (in magenta), college graduates
(in yellow), and the median house income (in cyan) in 2009. The legend
uses small multiples, a simple and common technique for multiclass
density maps. The large map combines the three maps using subtractive
color blending (e.g., as when stacking colored filters on a white surface).
Regions that are high in all three indicators are black, while regions
that are high in only one or two of the indicators have a recognizable
color. Even though the third class (median house income) does not
involve density data, the same technique can in principle be used to
produce pure multiclass density maps with three classes.

The two maps of France in Fig. 2c are obtained from Jacques Bertin’s
book Semiology of Graphics [4]. Both maps show the number of French
workers per geographic department in 1954, broken down into three
economic sectors: the primary (agriculture), the secondary (industry),
and the tertiary (commerce, transports, services). In the left map, the
sectors are encoded in yellow (I), red (II), and black (III). In the right
map, they are encoded in cyan (I), magenta (II), and black (III). While
the left map only shows proportions, the right map shows absolute
counts. Bertin called these maps “exhaustive maps” [4]. Following our
terminology, they are multiclass density maps with three classes. These
designs provide a good overview of the data, and likely better support
local comparisons and value retrieval than the two previous designs.

Fig. 2d illustrates an even older example of a multiclass density

Original Examples
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Fig. 3. These plots are based on the Tree Cover in Colorado dataset. It has seven different tree types: spruce and fir, lodgepole pine,

ponderosa pine, cottonwood / willow, aspen, douglas fir, and krummholz. In the scatterplot (a), details about the distribution of classes

are hard to discern due to overplotting. The second visualization (b) is created using binned aggregation. It allows to compare bin density encoded

by the pie sizes. In addition, class diversity is also shown by the pie charts. The third visualization (c) shows class identity within each bin and

provides better information about minority classes. The fourth visualization (d) shows distributions for two classes ( and ) based on a bar chart

design. It allows us to compare their respective distributions.

each bin, sampled based on the distribution of classes within the
bin, but at least one data point per class. It allows us to see classes
that have very low frequency compared to others.

From Figure 3c we can see that the most prominent type
of trees in an environment varies with elevation level. We then
wonder whether elevation level can help us separate between
different tree types (task 12: identify correlation – class). While
there is a lot of overlap generally between types, we can see from
Figure 2c, for example, that ponderosa pines do not grow above
2800m, while krummholz starts to appear at about 3300m.
Figure 2b also allows us to quickly spot regions of high (or low)
density—such as the high concentration of trees at 2800–3200
meters, very close to the nearest water source (task 13: numerosity
comparison – bin).

The next questions we might ask is whether both tree types
in the area contribute equally to this peak, or whether this is due
to one particular type (task 14: numerosity comparison – class).
From unnormalized frequencies in Figure 3d, we can see that
there are actually two overlapping density peaks in lodgepole
pines, and, at slightly higher altitude levels spruce/fir that both
combine to this peak in tree density. Another question we might

have for the dataset are general boundaries of tree growth (task
15: understand distances – bin). From Figure 3c we can see that
cottonwood, douglas firs, and and ponderosa pines need water
close by (700 meters to the nearest water source), while the other
four types are much less dependent on close surface water. The
plot also shows that most trees have a preferred elevation range
in which they grow, with bands of roughly 500-600 meters of
altitude and large overlaps between the different tree types across
those regions (task 16: understand distances – class).

5 DESIGN SPACE

To collect designs for binned scatterplots, we searched for existing
solutions from publications in the visualization and cartography
fields. We then systematically created extensions and adaptions of
them to cover additional data and tasks. For each of the designs
discussed that have been used previously, we refer to relevant
publications. In addition, we also discuss studies and other sources
that provide insight about the effectiveness of design aspects.

What about other techniques?
• Are there other possibilities? 
• Does the grammar cover these? 
• How do we evaluate how well these 

techniques work?
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4

Task Bin-centric Class-centric

Explore neighborhood 1 Explore properties of bins in a neighborhood 2 Explore properties of classes in a neighborhood
Search for known motif 3 Find known pattern across bins 4 Find known pattern across classes

br
ow

si
ng

Explore data 5 Unusual patterns within or across bins, global trends
between bins

6 Unusual patterns within or across classes, global
trends within or between classes

Characterize distribution 7 Do bins close to each other have similar properties?
Or within a certain area or range of values?

8 Does a class occupy certain areas of the plot? Does
its distribution have a particular shape? Do classes
correlate in certain areas?

Identify anomalies 9 Identify bins that are outliers based on the general
distribution

10 Identify classes or subsets of classes that are outliers
in a certain region

Identify correlation 11 Determine level of correlation of bin properties
along both dimensions

12 Determine level of correlation for class members
along both dimensions

Numerosity comparison 13 Compare density in different regions of the space 14 Compare class density in different regions of the
space

ag
gr

eg
at

e-
le

ve
l

Understand distances 15 Understand a given spatialization and the coverage
of the bins

16 Understand a given spatialization and the coverage
of classes

TABLE 1

Tasks for binned scatterplots, based on the general scatterplot tasks compiled and categorized by Sarikaya and Gleicher [55]. We reduced the

original, larger set of tasks to those that capture high-level data characteristics according to the definition by Schulz et al. [57]. For binned

scatterplots, each of the resulting tasks can have a bin-centric or a class-centric scope.

and design guidelines with associated tasks from examples in the
literature.

Informed by the guidelines in Kerracher and Kennedy [32],
we validate our task classification through examining existing
taxonomies and instantiating abstract tasks on concrete analyses.
Closely related to our paper, Sarikaya and Gleicher [55] provide a
space of analysis tasks, data characteristics, and design decisions
derived from existing examples in the literature. Their guidance is
generalized to the entire space of scatterplot designs, suggesting a
need for more specific analysis for particular scenarios such as for
multi-class binning. Jo et al. [29] generate a grammar for deriving
numerous binned designs, highlighting decisions of encoding type
and normalization. This work, however, stops short of drawing
relationships between design decisions and the types of analysis
tasks they support. We seek to fill this gap with this work.

4 TASKS FOR BINNED 2D DATA

In this section, we derive the task definitions listed in Table 1
based on a set of abstract tasks. We then ground each of these
tasks in an example using a dataset.

4.1 Task List
Tasks for 2D point data that was aggregated by binning are con-
nected to the more general tasks for regular scatterplots, for which
an analysis and categorization of tasks has been published [55].
The task space that we derive and discuss in this section, is
an extended subset of this larger collection of tasks that can be
supported by general, unbinned scatterplots. We refine the derived
set of tasks according to the task design space of Schulz et al. [57],
and ground each of these abstract tasks in a concrete example from
the previously introduced data sets.

Based on a review of relevant literature, Sarikaya and Gle-
icher [55] collect and categorize a set of 12 tasks that users
do with scatterplots. Those tasks are grouped into three differ-
ent categories, comprising object-centric tasks, browsing, and
aggregate-level tasks. The first type, object-centric, focuses on
single data objects, and includes identifying and finding the
location of a particular object. In other words, object-centric tasks
cover all the low-level data characteristics of Schulz et al.’s task

design space [57]. The second category, browsing, comprises tasks
focused on either single data items or higher level structures
such as clusters, and thus targets low- as well as high-level data
characteristics. The third category, aggregate-level tasks, focus
entirely on high-level data characteristics. When working with
binned scatterplots, the data analyst has decided that aggregating
the data is the best way to perform the task at hand. Since the
aggregation step abstracts away from single items, leaving only
high-level data characteristics, we can reduce the set of potential
tasks supported by a binned scatterplot to browsing and aggregate-
level tasks.

Binned representations of multi-class data introduces two new
visual elements that analysis tasks can target, bins and classes. The
dimension that captures this is called the scope (or cardinality) of
a task [57]. Each of the tasks in our space can either be targeted
at bins (bin-centric), or at classes (class-centric). Extending the
task set along this dimension is helpful for tasks supported by
binned representation of 2D data, since it significantly influences
the adequacy of designs to serve a task. Table 1 lists all resulting
tasks and diversifies them into a bin-centric and a class-centric
version. In addition, a more extensive table, mapping all of the
abstract tasks to high-level data characteristics and example tasks
discussed in the following section is available as supplemental
material (see also §7 for a discussion of task completeness).

4.2 Task Examples

We have already seen examples for the first six tasks from Table 1
back in §2. Here, we introduce two additional datasets and show
designs and examples for the remaining tasks.
Early Modern Drama Collection contains the full text of 1,242
dramas from the years 1576–1700. The texts are categorized into
nine different genres, including tragedy, tragicomedy, and
others (see caption of Figure 2). Both dimensions have been
generated using topic modeling to extract eight distinct topics
based on the document-level co-occurrences of words across the
corpus. A topic is represented as a list of weighted words that
are used in documents to talk about the topic. We then picked
two topics as dimensions to lay out the documents, based on the
amount of words that each of the documents contains from the

What about Tasks? (Bin and Class Tasks)
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