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Sorting & Slope Graphs: LineUp
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http://caleydo.github.io/projects/lineup/


Animated Transitions
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Animated Transitions
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Heer and Robertson Study
• User Preferences: Staged animation > animation > static transitions 

• Animation improves graphical perception 
• Staging is better (do axis rescaling before value changes) 
• Avoid axis rescaling when possible
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The dependent measure was average error, measured as the 
average pixel distance from the location of subjects‟ mouse clicks to 
the respective target objects. Error was computed optimistically, 
such that if participants accidentally clicked the targets in reverse 
order their error rate would not be adversely affected. 

5.1.1 Results 
The results for animation conditions are shown in Figure 6, finding a 
strong advantage for animation. Repeated Measures ANOVA found 
significant differences at the .05 level for each transition type 
(F(2,286) >= 22.03, p < 0.001). Post-hoc comparisons between 
animation and staged animations using Fisher‟s LSD test were 
significant at the .05 level for the Zoom & Filter (p = 0.026) and 
Timestep Scatter Plot (p = 0.002) conditions. Sort Bars (p = 0.051) 
and Bar to Donut (p = 0.071) differences were significant at the .10 
level. Timestep Scatter Plot is the only transition in which staged 
animation has more error than direct animation. In this case, there 
were two transitions (a rescale and then movement) in a short time 
period, potentially compounding opportunity for error. 

Analysis across the size condition revealed that tracking error 
increased with size in all conditions except the Stacked to Grouped 
Bars transition. Repeated Measures ANOVA results for all transition 
types except Stacked to Grouped Bars, Zoom & Filter, and Timestep 
Scatter Plot were significant at the .05 level (F(2,143) >= 19.13, p < 
0.001). Increasing the number of elements noticeably increased error 
rates in the Bar to Donut transitions when labels were removed, but a 
similar interaction did not take place in the Sort Bars transition. 

5.2 Experiment 2: Estimating Changing Values 
Our second experiment focused on the semantic level of analysis. 
Subjects were asked to follow a single target across a transition and 
estimate the percentage change in value in the underlying data. The 
goal was to test the hypothesis that animation facilitates graphical 
perception of changing values over time. Experiment 2 used the 
same 3 x 2 within-subjects design as before. However, Experiment 2 
involved only four transitions: timesteps in Scatter Plot, Grouped 
Bars, Stacked Bars, and Donut Chart displays. Subjects performed 6 
replications of the 3*2*4=24 cells for a total of 144 trials. 

Staged animation for Scatter Plot and Grouped Bars conditions 
consisted of axis rescalings (if needed) followed by timestep 
animations. In the Stacked Bars and Donut Chart conditions we 
tested highly staged animations, such that objects never change 
position and value simultaneously. For Stacked Bars, this meant that 
each stack level would update separately, starting from the top stack 
sequentially down to the bottom stack. For Donut Charts, this 
involved the multi-stage animations of Figure 3. 

Figure 5 depicts a sample trial for Experiment 2. Subjects were 
shown an initial graphic for 3 seconds before transition onset, with 
only a single target highlighted. Animations were lengthened to 2 
seconds in this experiment to comfortably accommodate the multi-
staged animations. The display was masked after 3 seconds, at which 
point a panel of buttons appeared with which the user could enter 
their estimate of the target‟s percentage change in value. The buttons 
ranged from -90% to +90% by increments of 20% and indicated 
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Figure 6. Experiment 1 Results for Animation Conditions. Animation is significantly better than static across all conditions. Except for 
Timestep Scatter Plot, staged animation outperforms animation. Post-hoc analysis finds significant differences between animation and staged 
animation at the .05 level for Zoom & Filter and Timestep Scatter transitions and at the .10 level for Bar to Donut and Sort Bars transitions. 
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Figure 7. Experiment 2 Results for Animation Conditions. Left: For Scatter Plot and Grouped Bars conditions, animation significantly 
outperforms static transitions. Staged animation outperforms animation, but not significantly so. Stacked Bars show no significant difference, 
while animation is significantly better than static transitions and staged animation in the Donut Chart. Right: The total number of unknown (?) 
responses was higher for static transitions, though occurred for animation conditions when axis rescaling was performed. 
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Figure 8. Preference Survey Results. Overall, staged animation is preferred to animation, which is preferred to static transitions. Statistically 
significant differences are found for all transition types. Post-hoc analysis finds that preference for staged animation is significant at the .05 level 
for all transitions except the Timestep Stacked Bars and Timestep Donut conditions, in which an extreme form of staging was applied. 

http://vis.stanford.edu/papers/animated-transitions


Selection
• Selection is often used to initiate other changes 
• User needs to select something to drive the next change 
• What can be a selection target? 
- Items, links, attributes, (views) 

• How? 
- mouse click, mouse hover, touch 
- keyboard modifiers, right/left mouse click, force 

• Selection modes: 
- Single, multiple 
- Contiguous?

6D. Koop, CSCI 627/490, Fall 2023



Highlighting
• Selection is the user action 
• Feedback is important! 
• How? Change selected item's visual encoding 
- Change color: want to achieve visual popout 
- Add outline mark: allows original color to be preserved 
- Change size (line width) 
- Add motion: marching ants
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Interaction Latency
• The Effects of Interactive Latency on Exploratory Visual Analysis,  

Z. Liu and J. Heer, 2014 
• Brush & link, select, pan, zoom 

• 500ms added latency causes significant cost 
- decreases user activity and dataset coverage 
- reduces rate of observations, generalizations, and hypotheses

8D. Koop, CSCI 627/490, Fall 2023

3.2 Latency Conditions

We considered multiple choices when designing our latency condi-
tions. One approach is to include multiple latencies in small incre-
ments, which is useful for identifying time scale thresholds for each
interactive operation. Assessing thresholds, however, is not the fo-
cus of our study, and often requires conducting studies with highly-
controlled, low-level tasks. We are more interested in understanding
the effects of latency on various dimensions of exploratory visual anal-
ysis. Thus a more ecologically valid setting, in which users perform
open-ended exploratory analysis, is appropriate. However, studying
ecologically valid behavior imposes practical constraints. Exploratory
visual analysis is a complex process, requiring careful analysis of both
quantitative interactive event log data and qualitative data concerning
insight discovery. We also anticipate that datasets with different se-
mantics can lead to different user behaviors, so it is necessary to in-
clude dataset and visualization configuration as a factor and repeat the
latency conditions in more than one analysis scenario. As a result, we
decided to use a 2 (datasets) x 2 (latency conditions) mixed design.

Table 2 summarizes the latency for the primary interactive opera-
tions supported in imMens (brushing and linking, selecting, panning
and zooming) in the two latency conditions. In the control condition,
the latency is simply the time taken by imMens to fetch data tiles,
perform aggregation (roll-up) queries and re-render the display. In the
delay condition, we injected an additional 500 milliseconds for each of
these operations. We experimented with different delays in pilot stud-
ies. Initially we chose to inject an additional delay of 1 second, based
on the representative latencies of related data-processing systems. Our
pilot subjects found the system unusable, especially for operations like
brushing and linking. We thus reduced the additional delay to 500ms.
Since there is little prior work on the time scales of different interactive
operations in visual analysis, we applied the same amount of delay for
all four operations to see if the operations have varying sensitivity to
the same delay.

To ensure the usability of the system in the delay condition, we im-
plemented throttling and debouncing in imMens. Throttling prevents
repeated firings of the same event. For example, mouse movements
within the same bar only trigger a single brushing event. Debouncing
maintains a queue of events being fired, delays processing by 500ms,
and drops unprocessed events when a new event of the same kind ar-
rives. The injected delay per operation thus does not result in a grow-
ing accumulation of unprocessed events, preventing cascading delays
and thus substantial usability problems.

Both log transform and color scale adjustment are client-side ren-
dering operations that do not incur data processing latency. We chose
not to inject delays into these two operations to maintain ecological
validity. It is also beneficial to include both low- and high-latency
operations so that we can examine if subjects preferentially use low-
latency operations in favor of higher-latency ones.

3.3 Datasets and Visualizations

We use two publicly available datasets from different domains. One
contains 4.5 million user check-ins on Brightkite [13], a location-
based check-in service similar to Foursquare, over a period of two
years. We visualize this dataset using five linked components (Figure
1(a)): a multi-scale geographic heatmap showing the locations of the
checkins, three histograms showing the number of check-ins aggre-
gated by month, day and hour, and a bar chart showing the number
of check-ins by the top 30 travelers whose check-ins span the greatest
geographic bounding box. The geographic heatmap has 8 zoom levels.

The other dataset consists of 140 million records about the on-time
performance of domestic flights in the US from 1987 to 2008 [9]. Sub-
jects explore this dataset using four linked visualizations (Figure 1(b)):
a binned scatterplot showing departure delay against arrival delay, two
bar charts showing the number of flights by carrier and year, and a his-
togram showing the distribution of flights across months. The binned
scatterplot has 5 zoom levels.

(a) Five coordinated visualizations showing geographical and temporal dis-
tribution of user checkins and top users.

(b) Four linked visualizations showing departure and arrival delays, carriers,
yearly and monthly distribution of flights.

Fig. 1. Visualizations for the datasets used in the study.

Operation Control Condition Delay Condition

brush & link 20 ms 520 ms
select 20 ms 520 ms
pan 100 ms 600 ms

zoom 1000 ms 1500 ms

Table 2. Average latencies for interactive operations, across conditions.

3.4 Study Procedure
We recruited 16 subjects from the San Francisco Bay Area. All par-
ticipants had experience analyzing data using systems such as Excel,
R and Tableau. We instructed the participants to perform two analysis
sessions, one dataset each. Every participant experienced both latency
conditions, but not all combinations of latency and dataset; the same
dataset cannot be reused for different latency conditions due to learn-
ing effects. For each subject, one dataset had the default latency and
the other dataset had the injected 500 millisecond delay. To control
for order and learning effects, half of the subjects experienced delay
in the first session and the other half experienced delay in the second
session. The order of the dataset analyzed was also counterbalanced.

We first gave each subject a 15-minute tutorial on imMens for each
of the two analysis scenarios, teaching them how to interact with the
visualizations under the respective latency condition. Subjects then
spent approximately one hour exploring both datasets. They could
spend a maximum of 30 minutes on a single dataset, but could stop
their analysis at any time if they felt nothing more could be found. At
the end of each study, we conducted an exit interview. We did not
inform the subjects about the injected delay in one of the two sessions.

We considered carefully the challenge of evaluating subjects’ per-
formance when designing the study procedure. Compared with solv-
ing a tightly-specified problem, visual analysis is open-ended and
lacks clear-cut performance metrics. To this end, we were inspired
by the insight-based evaluation methodology proposed by Saraiya et
al. [37, 38]. A fundamental premise of visualization research is that
“the purpose of visualization is insight, not pictures” [10]. Insight-
based evaluations collect qualitative data about the knowledge discov-
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Assignment 4
• Crop Production in the US 
• Geospatial Visualizations & Treemap 
- Choose colormaps carefully 
- Add legend 

• You may use D3 or Observable Plot 
- Part 1a: D3 
- Part 3 will require some D3 for 

treemap layout

9D. Koop, CSCI 627/490, Fall 2024

https://faculty.cs.niu.edu/~dakoop/cs627-2024fa/assignment4.html


Project Design
• Feedback on Blackboard 
- Check data attributes, makes sure tasks are visual, rethink drop-downs 

• Work on turning your visualization ideas into designs 
• Turn in: 
- Three Designs Sketches 
- One Bad Design 
- Be creative: https://xeno.graphics/ 

• Due Nov. 15

10D. Koop, CSCI 627/490, Fall 2024

https://xeno.graphics/
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Navigation
• Fix the layout of all visual elements but provide methods for the viewpoint to 

change 
• Camera analogy: only certain features visible in a frame 
- Zooming 
- Panning (aka scrolling) 
- Translating 
- Rotating (rare in 2D, important in 3D)

12D. Koop, CSCI 627/490, Fall 2024
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Zooming
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http://bl.ocks.org/3680999


Geometric Zooming
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Zooming

16

[M. Bostock]
D. Koop, CSCI 627/490, Fall 2024

http://bl.ocks.org/3680999


Semantic Zooming
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http://bl.ocks.org/3680957


Zooming
• Geometric Zooming: just like a camera 
• Semantic Zooming: visual appearance of objects can change at different 

scales 
• LiveRAC Example: 

(focus + context)

18

[McLachlan et al., 2008]
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(a) (b)

Figure 3. LiveRAC shows a full day of system management time-series data using a reorderable matrix of area-aware

charts. Over 4000 devices are shown in rows, with 11 columns representing groups of monitored parameters. (a): The

user has sorted by the maximum value in the CPU column. The first several dozen rows have been stretched to show

sparklines for the devices, with the top 13 enlarged enough to display text labels. The time period of business hours

has been selected, showing the increase in the In pkts parameter for many devices. (b): The top three rows have been

further enlarged to show fully detailed charts in the CPU column and partially detailed ones in Swap and two other

columns. The time marker (vertical black line on each chart) indicates the start of anomalous activity in several of

spire’s parameters. Below the labeled rows, we see many blocks at the lowest semantic zoom level, and further below

we see a compressed region of highly saturated blocks that aggregate information from many charts.

as the minimum, maximum, or average of the time-series.
Rows can be sorted by device names or metadata such as lo-
cation, customer, or other groupings. Columns can also be
reordered by the user.

Principle: multiple views are most effective when coor-

dinated through explicit linking. The principle of linked
views [15] is that explicit coordination between views en-
hances their value. In LiveRAC, as the user moves the cur-
sor within a chart, the same point in time is marked in all
charts with a vertical line. Similarly, selecting a time seg-
ment in one chart shows a mark in all of them. This tech-
nique allows direct comparison between parameter values
at the same time on different charts. In addition, people can
easily correlate times between large charts with detailed axis
labels, and smaller, more concise charts.

Assertion: showing several levels of detail simultane-

ously provides useful high information density in con-

text. Several technique choices are based on this assertion.
First, LiveRAC uses stretch and squish navigation, where
expanding one or many regions compresses the rest of the
view [11, 17]. The accompanying video shows the look and
feel of this navigation technique. The stretching and squish-
ing operates on rectangular regions, so expanding a single
chart also magnifies the entire row for the device it repre-
sents, and the entire column for the parameters that it shows.
The edges of the display are fixed so that all cells remain
within the visible area, as opposed to conventional zoom-
ing where some regions are pushed off-screen. There are
rapid navigation shortcuts to zoom a single cell, a column,

an aggregated group of devices, the results of a search, or to
zoom out to an overview. Users can also directly drag grid
lines or resize freely drawn on-screen rectangles. Naviga-
tion shortcuts can also be created for any arbitrary grouping,
whose cells do not need to be contiguous. This interaction
mechanism affords multiple focus regions, supporting mul-
tiple levels of detail.

Second, charts in LiveRAC dynamically adapt to show vi-
sual representations adapted in each cell to the available
screen space. This technique, called semantic zooming [13],
allows a hierarchy of representations for a group of device-
parameter time-series. In Figure 3, the largest charts have
multiple overlaid curves and detailed axis and legend labels.
Smaller charts show fewer curves and less labeling, and at
smaller sizes only one curve is shown as a sparkline [24].
On each curve, the maximum value over the displayed time
period is indicated with a red dot, the minimum with a blue
dot, and the current value with a green one. All representa-
tion levels color code the background rectangle according to
dynamically changeable thresholds of the minimum, maxi-
mum, or average values of the parameters within the current
time window. The smallest view is a simple block, where
this color coding is the only information shown.

Third, aggregation techniques achieve visual scalability by
ensuring dense regions show meaningful visual representa-
tions. Given our target scale of dozens of parameters and
thousands of devices, the size of the matrix could easily sur-
pass 100,000 cells. Stretch and squish navigation allows
users to quickly create a mosaic with cells of many differ-



Navigation Constraints
• Unconstrained navigation: walking around in the world or an immersive 3D 

environment 
- Fairly standard in computer games to go where you want 
- Constrained by walls, objects (collision detection) 

• Constrained navigation: 
- 3D: camera must be right-side up 
- Limit pan/zoom to certain areas 
- Comes up often with multiple views: want to show an area in one view that 

corresponds to a selection in another view

19D. Koop, CSCI 627/490, Fall 2024



van Wijk Smooth Zooming
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http://bl.ocks.org/mbostock/3828981
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Multiple Views
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Multiple Views
• Why have just one visualization? 
• Sometimes data is best examined in more than one view 
- Clutter/visual overload 
- Different attributes (cannot show all attributes in one view) 
- Different scales (task requires overview or detail) 
- Different encodings (no single encoding is optimal for all tasks) 

• Eyes Beat Memory (Ch. 6) 
- Aiding working memory:  

side-by-side/layers > animated > jump cuts 
- Showing all visual elements at once → don't need to remember

22D. Koop, CSCI 627/490, Fall 2023



Multiple Views
• Big questions: 
- How to partition display or layer views? 
- How to coordinate views (e.g. navigation, selection)? 
- What data is shared?

23D. Koop, CSCI 627/490, Fall 2023



Design Space of Composite Visualization
• Composite visualization views (CVVs) 
- Includes Coordinated multiple views (CMV) 
- + More! 

• Design Patterns: 
- Juxtaposition: side-by-side 

- Superimposition: layers 

- Overloading: vis meshed with another 

- Nesting: vis inside a vis (recursive vis) 

- Integration: "merge" views + links

24
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Exploring the Design Space of Composite Visualization

Waqas Javed⇤ Niklas Elmqvist†

Purdue University

Figure 1: Four different visual composition operators (from the left): juxtaposition, superimposition, overloading, and nesting.

ABSTRACT

We propose the notion of composite visualization views (CVVs)
as a theoretical model that unifies the existing coordinated mul-
tiple views (CMV) paradigm with other strategies for combining
visual representations in the same geometrical space. We identify
five such strategies—called CVV design patterns—based on an ex-
tensive review of the literature in composite visualization. We go
on to show how these design patterns can all be expressed in terms
of a design space describing the correlation between two visualiza-
tions in terms of spatial mapping as well as the data relationships
between items in the visualizations. We also discuss how to use this
design space to suggest potential directions for future research.

Index Terms: H.5.1 [Information Systems]: Multimedia Infor-
mation Systems—Animations; H.5.2 [Information Systems]: User
Interfaces; I.3 [Computer Methodologies]: Computer Graphics

1 INTRODUCTION

While the design space of visual representations is far from ex-
hausted, it is clear that it is becoming increasingly difficult to de-
velop entirely novel visual representations that significantly extend
the existing vocabulary of such representations in our field. It is
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multiple visualizations are combined in other ways than CMV-style
juxtaposition. For example, the NodeTrix [17] technique combines
adjacency matrices inside a node-link diagram, SparkClouds [21]
overlays a temporal visualization over tag clouds, and semantic sub-
strates [34] connect nodes in different views using links. These
examples show that juxtaposition, used for many CMV-based visu-
alization systems, is not an isolated approach to combining multiple
visualizations, but that there exists a spectrum of different patterns
for composing visualizations. However, although these examples
are discussed in the literature, there is no formal characterization
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In this paper, we identify the design space of composite visual-
ization views (CVVs) that allows us to combine multiple visualiza-
tion in the same visual space. As a starting point, we survey the
literature of composite visualization and find five general design
patterns for how existing work merges two different visualizations
into one: juxtaposition, integration, overloading, superimposition,
and nesting. Some of these patterns are already known and formally
recognized; for example, juxtaposition gives rise to the CMV com-
position pattern, where views are simply placed next to each other.
Other design patterns have so far not been formally defined in the
literature, but we try to highlight each pattern with examples. We
then use these patterns to define a design space that captures the
salient aspects of composite visualization. We proceed to use this
design space to suggest avenues for future research.

2 COMPOSITE VISUALIZATION VIEWS

We define a composite visualization as the visual composition of
two or more visual structures in the same view. In this definition,
we use the following concepts from Card et al. [9]’s pipeline:

• visual composition: the combination (placement or arrange-
ment) of multiple visual objects;

• visual structure: the mapping from data to visual form (i.e.,
the result of a visualization technique);

• view: the physical display space (most often 2D) where a vi-
sual structure is rendered.

The nature of the composition governs the resulting type of com-
posite visualization. As we shall see in this paper, composite visual-
izations are relatively common. However, only one type of compos-
ite visualization—coordinated multiple views (CMV) [4, 32, 40],
where the visual composition is often a juxtaposition—is formally
recognized as a visualization design strategy in the literature.

Composite visualizations are used primarily for situations where
a single visualization is not sufficient because of high complexity,
large scale, or heterogeneous data [31]. In these situations, display-
ing data in several different ways may benefit user cognition. For
example, the same file system hierarchy could be visualized in both
a treemap [20] as well as a radial layout (such as Sunburst [35]),
each representation allowing the user to focus on different aspects
of the data. Furthermore, different types of data have varying repre-
sentation affinities. For example, locations are best represented in a
geospatial visualization, whereas multidimensional data fit best in
a parallel coordinate plot [18] or a scatterplot matrix [10].

2.1 Method

Our approach in this work is to derive a design space of compos-
ite visualization based on the literature of visualization techniques
where several visual structures are combined in the same view. We
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Technique Visualization A Visualization B Spatial Relation Data Relation

ComVis [24] (Figure 2) any any juxtapose none
Improvise [39] (Figure 3) any any juxtapose none
Jigsaw [36] any any juxtapose none
Snap-Together [30] any any juxtapose none
semantic substrates [34] (Figure 4) node-link node-link juxtapose item-item
VisLink [11] (Figure 5) radial graph node-link juxtapose item-item
Napoleon’s March on Moscow [37] time line view area visualization juxtapose item-item
Mapgets [38] (Figure 6) map text superimpose item-item
GeoSpace [22] (Figure 7) map bar graph superimpose item-item
3D GIS [8] map glyphs superimpose item-item
Scatter Plots in Parallel Coordinates [45] (Figure 8) parallel coordinate scatterplot overload item-dimension
Graph links on treemaps [14] (Figure 9) treemap node-link overload item-item
SparkClouds [21] tag cloud line graph overload item-item
ZAME [13] (Figure 10) matrix glyphs nested item-group
NodeTrix [17] (Figure 11) node-link matrix nested item-group
TimeMatrix [44] matrix glyphs nested item-group
GPUVis [25] Scatterplot glyphs nested item-group

Table 1: Classification of common composite visualization techniques using our design space.

(a) Juxtaposed views. (b) Integrated views. (c) Superimposed views. (d) Overloaded views. (e) Nested views.

Figure 12: Example of composing a scatterplot and bar graph using different methods.

datasets in the same space and using different visualizations, but
also highlights the relational linking between the two datasets.

Nested views provide an efficient approach to link each of the
data values, visualized through the host visualization, to its related
dataset, visualized through client visualizations. This is achieved
by nesting clients inside the visual marks in the host.

• Benefits: Very compact representation, easy correlation.
• Drawbacks: Limited space for the client visualizations, clut-

ter is high, and visual design dependencies are high.
• Applications: Again, situations that call for augmenting a

particular visual representation with additional mapping.

Figure 12(e) shows an example composition of scatterplot and
bar graph visualizations based on this design patter. In the figure,
the scatterplot visualization is acting as a host and bar graph visu-
alizations are nested inside its visual marks.

There is probably not a clear winner among different design pat-
terns while designing an information visualization tool. The correct
choice of design pattern to use for a particular implementation de-
pends on different conditions, such as the available view space, user
knowledge, and the complexity of the underlying dataset. Ideally
speaking, designers should be able to combine any existing visual-
izations to generate a composite visualization view.

8.2 Delimitations

While our above CVV design patterns are general in nature, they
are based solely on the spatial layout of component visualizations.
However, it is possible to envision other ways to combine two or
more visualizations, for example using interaction or animation.
One such example is the use of interactive hyperlinking [6, 43] (or
wormholing) to navigate between different visualization views.

8.3 Discussion

There are several direct benefits to structuring the design space of
composite visualization views in this manner. Classifying existing
techniques into patterns not only helps in understanding these tech-
niques, but also in evaluating their strengths and weaknesses.

However, the design patterns presented in this paper are all based
on evidence from the literature of how existing visualization tools
and techniques use composite views. Therefore, our framework
is inherently limited to current designs, and more descriptive than
generative in nature. Furthermore, this list of patterns is not neces-
sarily exhaustive, and we certainly foresee additional design pat-
terns for composite views to emerge with progress in informa-
tion visualization. It is also not always straightforward to sepa-
rate what is a composite visualization and what is an “atomic” (or
component) visualization, particularly when the compositions on
the visual structures—which is the case for overloaded and nested
views—as opposed to merely on the views. Our approach in the
above text has been to treat as components any technique has been
presented in the literature as a standalone technique.

9 CONCLUSION

We have proposed a novel framework for specifying, designing, and
evaluating compositions of multiple visualizations in the same vi-
sual space that we call composite visualization views. The benefit
of the framework is not only to provide a way to unify a large col-
lection of existing work where visual representations are combined
in various ways, but also to suggest new combinations of visual
representations that may significantly advance the state of the art.
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pends on different conditions, such as the available view space, user
knowledge, and the complexity of the underlying dataset. Ideally
speaking, designers should be able to combine any existing visual-
izations to generate a composite visualization view.

8.2 Delimitations

While our above CVV design patterns are general in nature, they
are based solely on the spatial layout of component visualizations.
However, it is possible to envision other ways to combine two or
more visualizations, for example using interaction or animation.
One such example is the use of interactive hyperlinking [6, 43] (or
wormholing) to navigate between different visualization views.

8.3 Discussion

There are several direct benefits to structuring the design space of
composite visualization views in this manner. Classifying existing
techniques into patterns not only helps in understanding these tech-
niques, but also in evaluating their strengths and weaknesses.

However, the design patterns presented in this paper are all based
on evidence from the literature of how existing visualization tools
and techniques use composite views. Therefore, our framework
is inherently limited to current designs, and more descriptive than
generative in nature. Furthermore, this list of patterns is not neces-
sarily exhaustive, and we certainly foresee additional design pat-
terns for composite views to emerge with progress in informa-
tion visualization. It is also not always straightforward to sepa-
rate what is a composite visualization and what is an “atomic” (or
component) visualization, particularly when the compositions on
the visual structures—which is the case for overloaded and nested
views—as opposed to merely on the views. Our approach in the
above text has been to treat as components any technique has been
presented in the literature as a standalone technique.

9 CONCLUSION

We have proposed a novel framework for specifying, designing, and
evaluating compositions of multiple visualizations in the same vi-
sual space that we call composite visualization views. The benefit
of the framework is not only to provide a way to unify a large col-
lection of existing work where visual representations are combined
in various ways, but also to suggest new combinations of visual
representations that may significantly advance the state of the art.
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collect such composite visualizations using literature searches and
prior experience. We then let existing work inform our model by
organizing this prior art into rough categories that emerge from the
characteristics of the techniques. In later sections, we discuss each
category in more detail. Finally, we construct a design space that
captures all aspects of these composite visualization techniques.

2.2 Visual Composition

The method for visual composition is an emerging theme when sur-
veying composite visualizations in the literature. In other words,
the different ways of composing two visualizations A and B in the
same visual space seems to be a useful organizing principle in this
domain. Based on the literature, we derive the four visual compo-
sitions (Figure 1) that give rise to four rough categories—we call
them CVV design patterns—for composing visualizations:

• Juxtaposition ! Juxtaposed Views: Placing visualizations
side-by-side in one view (Coordinated Multiple Views [32]);

• Superimposition ! Superimposed Views: Overlaying two
visualizations in a single view;

• Overloading ! Overloaded Views: Utilizing the space of
one visualization for another; and

• Nesting ! Nested Views: Nesting the contents of one visu-
alization inside another visualization.

In addition, another emergent CVV design pattern is to juxtapose
visual structures, but to add graphical objects such as arrows, dotted
lines, or glyphs to visually link one view with another. We therefore
think this method deserves a design pattern of its own:

• Integration ! Integrated Views: Placing visualizations in
the same view with visual links.

2.3 Design Patterns

Identifying and characterizing composite visualization views
(CVVs) as a unified design approach not only allows us to explore
this space in a structured fashion, but also provides a method for
comparing the effectiveness of different designs. The reason we
use the term design pattern [15] here is that these are high-level ap-
proaches where the actual composition generally differs on a case-
by-case basis. This is consistent with the notion of a design pattern
as a general and reusable solution to a common problem.

We should also note that these design patterns are very differ-
ent from the software design patterns for visualization proposed by
Heer and Agrawala [16]. The latter deal with software engineering
design aspects, whereas our CVV patterns are defined on a visual
design level. While the pattern movement is popular in software
engineering, the reader should note that design patterns first were
proposed by Alexander et al. [2] for urban planning, and so our use
of the concept is in fact closer to its original spirit.

Below we describe the five rough categories of composite visu-
alization that we identified in the literature. In each section, we
first describe each pattern and then give a couple of in-depth ex-
amples of representative composite visualization techniques. These
examples are not intended to be exhaustive, but to be illustrative of
practical implementations of each pattern.

2.4 Existing Formalisms

Using multiple views for visualization is not a new concept, and
early examples date back to the beginnings of the field [27]. Bal-
donado et al. [4] gave general guidelines on the use of multi-
ple views in information visualization, and North and Shneider-
man [30, 28, 29] discussed relational models for achieving this.

Figure 2: ComVis [24] (Juxtaposed Views). Meteorology data.

Figure 3: Improvise [39] (Juxtaposed Views). Juxtaposed views are

used to explore the simulated ion trajectory in a cubic ion trap.

These discussions were later formalized into the concept of coor-
dinated multiple views (CMV) [31, 32], where multiple views of
different visualizations are combined in visual space and are im-
plicitly linked together, often using brushing [5].

In their work on multiple and explicitly linked visualizations,
Collins et al. [11] discuss the formalization of multi-relation visu-
alizations, in the process deriving three different techniques for this
practice. Their formalism is related to our work but of a preliminary
nature, lacks the discussion of some of the design patterns discussed
here, and also does not identify CVVs as a unified approach.

3 JUXTAPOSITION ! JUXTAPOSED VIEWS

Juxtaposed views (Figures 2 and 3) are the most prominent—and
probably the most flexible and easy to implement—design pattern
for composing visualizations in a single view [4, 28, 31, 33]. The
design pattern is based on juxtaposing multiple visualizations side
by side. Any linking between visualizations is implicit, i.e., it is not
a part of the visual representation. Examples include brushing [5],
synchronized scrolling [27], and synchronized drill-down [23].

The effectiveness of juxtaposed views has been an important re-
search topic. North and Shneiderman presented a taxonomy [29] of
such visualization. They showed that a well-designed juxtaposed
view increases user performance while exploring relations among
multiple data dimensions. However, designing effective juxtaposed
views can be a challenging task and requires efficient relational
linking and spatial layout. Weaver’s cross-filtered views [41] ad-
dresses this by abstracting the relations between the views to make
definining, implementing, and reusing them easier.

There currently exists a large number of visualization tools based
on juxtaposed views in the literature; e.g. [3, 7, 36]. Below we
review two such tools that are representative of these.

Juxtaposition

26

[ComVis, K. Matkovic et al., 2008]
D. Koop, CSCI 627/490, Fall 2023



collect such composite visualizations using literature searches and
prior experience. We then let existing work inform our model by
organizing this prior art into rough categories that emerge from the
characteristics of the techniques. In later sections, we discuss each
category in more detail. Finally, we construct a design space that
captures all aspects of these composite visualization techniques.

2.2 Visual Composition

The method for visual composition is an emerging theme when sur-
veying composite visualizations in the literature. In other words,
the different ways of composing two visualizations A and B in the
same visual space seems to be a useful organizing principle in this
domain. Based on the literature, we derive the four visual compo-
sitions (Figure 1) that give rise to four rough categories—we call
them CVV design patterns—for composing visualizations:

• Juxtaposition ! Juxtaposed Views: Placing visualizations
side-by-side in one view (Coordinated Multiple Views [32]);

• Superimposition ! Superimposed Views: Overlaying two
visualizations in a single view;

• Overloading ! Overloaded Views: Utilizing the space of
one visualization for another; and

• Nesting ! Nested Views: Nesting the contents of one visu-
alization inside another visualization.

In addition, another emergent CVV design pattern is to juxtapose
visual structures, but to add graphical objects such as arrows, dotted
lines, or glyphs to visually link one view with another. We therefore
think this method deserves a design pattern of its own:

• Integration ! Integrated Views: Placing visualizations in
the same view with visual links.

2.3 Design Patterns

Identifying and characterizing composite visualization views
(CVVs) as a unified design approach not only allows us to explore
this space in a structured fashion, but also provides a method for
comparing the effectiveness of different designs. The reason we
use the term design pattern [15] here is that these are high-level ap-
proaches where the actual composition generally differs on a case-
by-case basis. This is consistent with the notion of a design pattern
as a general and reusable solution to a common problem.

We should also note that these design patterns are very differ-
ent from the software design patterns for visualization proposed by
Heer and Agrawala [16]. The latter deal with software engineering
design aspects, whereas our CVV patterns are defined on a visual
design level. While the pattern movement is popular in software
engineering, the reader should note that design patterns first were
proposed by Alexander et al. [2] for urban planning, and so our use
of the concept is in fact closer to its original spirit.

Below we describe the five rough categories of composite visu-
alization that we identified in the literature. In each section, we
first describe each pattern and then give a couple of in-depth ex-
amples of representative composite visualization techniques. These
examples are not intended to be exhaustive, but to be illustrative of
practical implementations of each pattern.

2.4 Existing Formalisms

Using multiple views for visualization is not a new concept, and
early examples date back to the beginnings of the field [27]. Bal-
donado et al. [4] gave general guidelines on the use of multi-
ple views in information visualization, and North and Shneider-
man [30, 28, 29] discussed relational models for achieving this.

Figure 2: ComVis [24] (Juxtaposed Views). Meteorology data.

Figure 3: Improvise [39] (Juxtaposed Views). Juxtaposed views are

used to explore the simulated ion trajectory in a cubic ion trap.

These discussions were later formalized into the concept of coor-
dinated multiple views (CMV) [31, 32], where multiple views of
different visualizations are combined in visual space and are im-
plicitly linked together, often using brushing [5].

In their work on multiple and explicitly linked visualizations,
Collins et al. [11] discuss the formalization of multi-relation visu-
alizations, in the process deriving three different techniques for this
practice. Their formalism is related to our work but of a preliminary
nature, lacks the discussion of some of the design patterns discussed
here, and also does not identify CVVs as a unified approach.

3 JUXTAPOSITION ! JUXTAPOSED VIEWS

Juxtaposed views (Figures 2 and 3) are the most prominent—and
probably the most flexible and easy to implement—design pattern
for composing visualizations in a single view [4, 28, 31, 33]. The
design pattern is based on juxtaposing multiple visualizations side
by side. Any linking between visualizations is implicit, i.e., it is not
a part of the visual representation. Examples include brushing [5],
synchronized scrolling [27], and synchronized drill-down [23].

The effectiveness of juxtaposed views has been an important re-
search topic. North and Shneiderman presented a taxonomy [29] of
such visualization. They showed that a well-designed juxtaposed
view increases user performance while exploring relations among
multiple data dimensions. However, designing effective juxtaposed
views can be a challenging task and requires efficient relational
linking and spatial layout. Weaver’s cross-filtered views [41] ad-
dresses this by abstracting the relations between the views to make
definining, implementing, and reusing them easier.

There currently exists a large number of visualization tools based
on juxtaposed views in the literature; e.g. [3, 7, 36]. Below we
review two such tools that are representative of these.

Juxtaposition
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Juxtaposition Guidelines
• Benefits:  
- The component visualizations are independent and can be composed 

without interference 
- Easy to implement 

• Drawbacks:  
- Implicit visual linking is not always easy to see, particularly when multiple 

objects are selected 
- Space is divided between the views, yielding less space for each view 

• Applications: Use for heterogeneous datasets consisting of many different 
types of data, or for where different independent visualizations need to be 
combined.
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3.1 ComVis

ComVis [24] is a multidimensional visualization system support-
ing multiple coordinated views for exploring complex datasets (Fig-
ure 2). The dataset is shown in the form a table view at the bottom
of the main window. Beyond basic interactions, ComVis also sup-
port interactive brushing using both single and composite brushes.

Figure 2 shows a visual exploration of meteorology data using
ComVis. The user has created eight different views, each with a
different visualization. The analyst has then used a single brush to
select three bins in the histogram view, causing all the other views
to highlight the corresponding data items.

3.2 Improvise

Improvise [39, 40] is a visualization framework based on the jux-
taposed views design pattern. The framework allows users to build
and browse multiple visualizations while coordinating relational
linking among them. The system is highly extensible and modular-
ized, allowing it to be adapted for virtually any type of data and vi-
sual representation. To explore relational data in an interactive man-
ner, Improvise provides support for coordinated queries, a visual
abstraction language designed for relational databases. More re-
cent work on cross-filtered views [41] adds to the expressive power
of the framework for relation linking between different views.

Figure 3 shows a visual exploration of a simulated ion trajec-
tory in a cubic ion trap using Improvise. The tool allows user to
visualize different portions of the data set, selected using dynamic
queries [1]. All the visualizations are coordinated and data selection
in one view is projected in all others.

Figure 4: Semantic Substrates [34] (Integrated Views). Network

visualization of a dataset of court cases using semantic substrates.

4 INTEGRATION ! INTEGRATED VIEWS

The integrated views design pattern is also based on juxtaposing (or
tiling) the component visualizations (Figures 4, 5). For this reason,
the visual composition for integrated views is identical to that of
juxtaposed views. However, contrary to the implicit linking used in
juxtaposed views, integrated views use explicit linking, normally
in the form of graphical lines that relate data items in different
views another [11]. One prominent example of integrated views
is Charles Minard’s famous visualization of Napoleon’s march on
Moscow [37], where explicit linking shows the relations between
temperature and the number of surviving soldiers during the retreat.

Figure 5: VisLink [11] (Integrated Views). Radial and force-directed

graphs on separate visualization planes linked with visual edges.

The use of explicit linking in integrated views, compared to im-
plicit linking in juxtaposed views, allows for better relational cogni-
tion, but at the cost of added visual clutter. However, as the number
of data points increases in the visualizations, the visual clutter aris-
ing from the explicit links may become a major hindrance. Com-
monly used strategies to avoid this problem are to aggregate the
links, or to show relational links only for selected data values [11].

4.1 Semantic Substrates

Shneiderman and Aris [34] proposed a network visualization layout
based on a user-defined semantic substrate with node-links diagram
as an underlying visualization (Figure 4). Semantic substrates are
spatially non-overlapping regions that are built to hold nodes based
on some category present in the dataset. The individual regions
are sized proportionally to the number of data entries for the cate-
gory they visualize. This scheme allows users to get a quick idea
about the cardinality of different categories present in the under-
lying dataset. Their approach is in line with the integrated view
design pattern because the techniques add visual links to connect
the nodes in different substrates. To reduce clutter arising from the
links, the tool allows for toggling their visibility.

Figure 4 shows semantic substrates used for the exploration of
a subset of federal judicial cases on the legal issue of regulatory
takings from 1978 to 2005. The nodes in different views are placed
based on their chronological order along the horizontal axis and
links among the nodes highlight citation between different cases.

4.2 VisLink

VisLink [11] (Figure 5) creates multiple 2D planes, one for each
visualization, and shows relational linking between the different vi-
sualization planes. Visualization planes generated in VisLink are
interactive and users can re-position them in the view to explore
data relations. In contrast with semantic substrates, VisLink allows
the use of different visualizations while exploring the dataset.

As with semantic substrates, the VisLink relational linking is
done using visual lines that connect visual marks in one plane with
the corresponding mark in the other plane. To reduce the inher-
ent occlusion due to the explicit relational links between visualiza-
tions, the tool supports two kinds of edges: straight edges are used
to show one-to-one linking, while bundled curved edges are used
to highlight one to many linking. To reduce visual clutter the tool
shows relational links only between adjacent planes, and the planes
must be reordered for the user to see relations between other planes.
Figure 5 shows VisLink being used for exploring a dataset of En-
glish words based on the IS-A relation over synonym sets.

Integration
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3.1 ComVis

ComVis [24] is a multidimensional visualization system support-
ing multiple coordinated views for exploring complex datasets (Fig-
ure 2). The dataset is shown in the form a table view at the bottom
of the main window. Beyond basic interactions, ComVis also sup-
port interactive brushing using both single and composite brushes.

Figure 2 shows a visual exploration of meteorology data using
ComVis. The user has created eight different views, each with a
different visualization. The analyst has then used a single brush to
select three bins in the histogram view, causing all the other views
to highlight the corresponding data items.

3.2 Improvise

Improvise [39, 40] is a visualization framework based on the jux-
taposed views design pattern. The framework allows users to build
and browse multiple visualizations while coordinating relational
linking among them. The system is highly extensible and modular-
ized, allowing it to be adapted for virtually any type of data and vi-
sual representation. To explore relational data in an interactive man-
ner, Improvise provides support for coordinated queries, a visual
abstraction language designed for relational databases. More re-
cent work on cross-filtered views [41] adds to the expressive power
of the framework for relation linking between different views.

Figure 3 shows a visual exploration of a simulated ion trajec-
tory in a cubic ion trap using Improvise. The tool allows user to
visualize different portions of the data set, selected using dynamic
queries [1]. All the visualizations are coordinated and data selection
in one view is projected in all others.

Figure 4: Semantic Substrates [34] (Integrated Views). Network

visualization of a dataset of court cases using semantic substrates.

4 INTEGRATION ! INTEGRATED VIEWS

The integrated views design pattern is also based on juxtaposing (or
tiling) the component visualizations (Figures 4, 5). For this reason,
the visual composition for integrated views is identical to that of
juxtaposed views. However, contrary to the implicit linking used in
juxtaposed views, integrated views use explicit linking, normally
in the form of graphical lines that relate data items in different
views another [11]. One prominent example of integrated views
is Charles Minard’s famous visualization of Napoleon’s march on
Moscow [37], where explicit linking shows the relations between
temperature and the number of surviving soldiers during the retreat.

Figure 5: VisLink [11] (Integrated Views). Radial and force-directed

graphs on separate visualization planes linked with visual edges.

The use of explicit linking in integrated views, compared to im-
plicit linking in juxtaposed views, allows for better relational cogni-
tion, but at the cost of added visual clutter. However, as the number
of data points increases in the visualizations, the visual clutter aris-
ing from the explicit links may become a major hindrance. Com-
monly used strategies to avoid this problem are to aggregate the
links, or to show relational links only for selected data values [11].

4.1 Semantic Substrates

Shneiderman and Aris [34] proposed a network visualization layout
based on a user-defined semantic substrate with node-links diagram
as an underlying visualization (Figure 4). Semantic substrates are
spatially non-overlapping regions that are built to hold nodes based
on some category present in the dataset. The individual regions
are sized proportionally to the number of data entries for the cate-
gory they visualize. This scheme allows users to get a quick idea
about the cardinality of different categories present in the under-
lying dataset. Their approach is in line with the integrated view
design pattern because the techniques add visual links to connect
the nodes in different substrates. To reduce clutter arising from the
links, the tool allows for toggling their visibility.

Figure 4 shows semantic substrates used for the exploration of
a subset of federal judicial cases on the legal issue of regulatory
takings from 1978 to 2005. The nodes in different views are placed
based on their chronological order along the horizontal axis and
links among the nodes highlight citation between different cases.

4.2 VisLink

VisLink [11] (Figure 5) creates multiple 2D planes, one for each
visualization, and shows relational linking between the different vi-
sualization planes. Visualization planes generated in VisLink are
interactive and users can re-position them in the view to explore
data relations. In contrast with semantic substrates, VisLink allows
the use of different visualizations while exploring the dataset.

As with semantic substrates, the VisLink relational linking is
done using visual lines that connect visual marks in one plane with
the corresponding mark in the other plane. To reduce the inher-
ent occlusion due to the explicit relational links between visualiza-
tions, the tool supports two kinds of edges: straight edges are used
to show one-to-one linking, while bundled curved edges are used
to highlight one to many linking. To reduce visual clutter the tool
shows relational links only between adjacent planes, and the planes
must be reordered for the user to see relations between other planes.
Figure 5 shows VisLink being used for exploring a dataset of En-
glish words based on the IS-A relation over synonym sets.

Integration
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Integration
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Integration Guidelines
• Benefits:  
- Easy to perceive one-to-one and one-to-many relations between items in 

components 
- Visualizations are less independent compared to juxtaposed views, but still 

separate 
• Drawbacks:  
- Extra visual clutter added to the overall view 
- Display space is split between the views 
- Some dependencies exist between views to allow for the visual linking 

• Applications: Use for heterogeneous datasets where correlation and 
comparisons between views is particularly important.

32

[W. Javed and N. Elmqvist, 2012]
D. Koop, CSCI 627/490, Fall 2023



Figure 6: Mapgets [38] (Superimposed Views). Presentation stack,

with superimposed layers for rivers, borders, and labels, in Mapgets.

Figure 7: GeoSpace [22] (Superimposed Views). A crime data layer

superimposed on a geographical map of the Cambridge, MA area.

5 SUPERIMPOSITION ! SUPERIMPOSED VIEWS

Superimposed views overlay two or more visual spaces on top of
each other (Figures 6 and 7). The resulting visualization becomes
the visual combination of the component visualizations, often using
transparency to enable seeing all views. Superimposed views are
generally used to highlight spatial relations in the component visu-
alizations. In other words, the spatial linking present in these views
is one-to-one, i.e., all the overlay visualizations share the same un-
derlying visual space. Line graph visualizations with several data
series, where more than one graph is superimposed in a single chart
(e.g., [19]), is a very commonly used example of this design pattern.

The spatial linking in the superimposed views allows for easy
comparison across different datasets because the user does not have
to split their attention between different parts of the visual space.
Furthermore, the fact that visualizations are stacked means that they
can each use the full available space in the view. However, because
the composition simply adds the component visualizations together,
the visual clutter may become significant, and it is also likely to
cause conflicts arising from one visualization occluding another.

5.1 Mapgets

Mapgets [38] is a geographic visualization system that allows users
to interactively perform map editing and querying of geographical
datasets. The maps generated using Mapgets are built on an under-
lying presentation stack that superimposes multiple dataset layers
on top of each other. The users can dynamically select the dataset

to use for each layer and the total number of layers to compose.
Different layers in the presentation stack allow users to indepen-
dently interact with each of the associated visualization and control
the layer attributes. The technique also allows the users to reorder
layers in the presentation stack to achieve the desirable map result.

Figure 6 shows an example of a European map generated in
Mapgets. The presentation stack associated with this map consists
of three layers: the bottom layer visualizes rivers, the center layer
is used to depict the country borders, and the topmost layer is used
to display the country labels.

5.2 GeoSpace

GeoSpace [22] allows users to interactively explore complex visual
spaces using superimposed views. It permits progressively overlay-
ing different datasets, based on the user queries, in a single view.
Beyond allowing users to explore datasets through dynamic queries,
GeoSpace also supports pan and zoom operations for navigation.

Figure 7 shows GeoSpace system being used for exploring crime
around the Cambridge, MA area. The figure shows a 2D view of
the visualization, where red dots that are spatially coupled to the
underlying layer show the reported crime cases in the region.

Figure 8: SPPC [45] (Overloaded Views). This tool overloads points

into the region bounded by two axes in the parallel coordinate plot.

Figure 9: Links on treemaps [14] (Overloaded Views). The tool

identifies a tree structure in a graph and visualizes it using a treemap.

Superimposition
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Figure 6: Mapgets [38] (Superimposed Views). Presentation stack,

with superimposed layers for rivers, borders, and labels, in Mapgets.

Figure 7: GeoSpace [22] (Superimposed Views). A crime data layer

superimposed on a geographical map of the Cambridge, MA area.

5 SUPERIMPOSITION ! SUPERIMPOSED VIEWS

Superimposed views overlay two or more visual spaces on top of
each other (Figures 6 and 7). The resulting visualization becomes
the visual combination of the component visualizations, often using
transparency to enable seeing all views. Superimposed views are
generally used to highlight spatial relations in the component visu-
alizations. In other words, the spatial linking present in these views
is one-to-one, i.e., all the overlay visualizations share the same un-
derlying visual space. Line graph visualizations with several data
series, where more than one graph is superimposed in a single chart
(e.g., [19]), is a very commonly used example of this design pattern.

The spatial linking in the superimposed views allows for easy
comparison across different datasets because the user does not have
to split their attention between different parts of the visual space.
Furthermore, the fact that visualizations are stacked means that they
can each use the full available space in the view. However, because
the composition simply adds the component visualizations together,
the visual clutter may become significant, and it is also likely to
cause conflicts arising from one visualization occluding another.

5.1 Mapgets

Mapgets [38] is a geographic visualization system that allows users
to interactively perform map editing and querying of geographical
datasets. The maps generated using Mapgets are built on an under-
lying presentation stack that superimposes multiple dataset layers
on top of each other. The users can dynamically select the dataset

to use for each layer and the total number of layers to compose.
Different layers in the presentation stack allow users to indepen-
dently interact with each of the associated visualization and control
the layer attributes. The technique also allows the users to reorder
layers in the presentation stack to achieve the desirable map result.

Figure 6 shows an example of a European map generated in
Mapgets. The presentation stack associated with this map consists
of three layers: the bottom layer visualizes rivers, the center layer
is used to depict the country borders, and the topmost layer is used
to display the country labels.

5.2 GeoSpace

GeoSpace [22] allows users to interactively explore complex visual
spaces using superimposed views. It permits progressively overlay-
ing different datasets, based on the user queries, in a single view.
Beyond allowing users to explore datasets through dynamic queries,
GeoSpace also supports pan and zoom operations for navigation.

Figure 7 shows GeoSpace system being used for exploring crime
around the Cambridge, MA area. The figure shows a 2D view of
the visualization, where red dots that are spatially coupled to the
underlying layer show the reported crime cases in the region.

Figure 8: SPPC [45] (Overloaded Views). This tool overloads points

into the region bounded by two axes in the parallel coordinate plot.

Figure 9: Links on treemaps [14] (Overloaded Views). The tool

identifies a tree structure in a graph and visualizes it using a treemap.

Superimposition
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Superimposition Guidelines
• Benefits:  
- Allows direct comparison in the same visual space.  

• Drawbacks: 
- May cause occlusion and high visual clutter. 
- The client visualization must share the same spatial mapping as the host 

visualization.  
• Applications: In settings where comparison is common, or where the 

component visualization views need to be as large as possible (potentially the 
entire available space).
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Figure 6: Mapgets [38] (Superimposed Views). Presentation stack,

with superimposed layers for rivers, borders, and labels, in Mapgets.

Figure 7: GeoSpace [22] (Superimposed Views). A crime data layer

superimposed on a geographical map of the Cambridge, MA area.

5 SUPERIMPOSITION ! SUPERIMPOSED VIEWS

Superimposed views overlay two or more visual spaces on top of
each other (Figures 6 and 7). The resulting visualization becomes
the visual combination of the component visualizations, often using
transparency to enable seeing all views. Superimposed views are
generally used to highlight spatial relations in the component visu-
alizations. In other words, the spatial linking present in these views
is one-to-one, i.e., all the overlay visualizations share the same un-
derlying visual space. Line graph visualizations with several data
series, where more than one graph is superimposed in a single chart
(e.g., [19]), is a very commonly used example of this design pattern.

The spatial linking in the superimposed views allows for easy
comparison across different datasets because the user does not have
to split their attention between different parts of the visual space.
Furthermore, the fact that visualizations are stacked means that they
can each use the full available space in the view. However, because
the composition simply adds the component visualizations together,
the visual clutter may become significant, and it is also likely to
cause conflicts arising from one visualization occluding another.

5.1 Mapgets

Mapgets [38] is a geographic visualization system that allows users
to interactively perform map editing and querying of geographical
datasets. The maps generated using Mapgets are built on an under-
lying presentation stack that superimposes multiple dataset layers
on top of each other. The users can dynamically select the dataset

to use for each layer and the total number of layers to compose.
Different layers in the presentation stack allow users to indepen-
dently interact with each of the associated visualization and control
the layer attributes. The technique also allows the users to reorder
layers in the presentation stack to achieve the desirable map result.

Figure 6 shows an example of a European map generated in
Mapgets. The presentation stack associated with this map consists
of three layers: the bottom layer visualizes rivers, the center layer
is used to depict the country borders, and the topmost layer is used
to display the country labels.

5.2 GeoSpace

GeoSpace [22] allows users to interactively explore complex visual
spaces using superimposed views. It permits progressively overlay-
ing different datasets, based on the user queries, in a single view.
Beyond allowing users to explore datasets through dynamic queries,
GeoSpace also supports pan and zoom operations for navigation.

Figure 7 shows GeoSpace system being used for exploring crime
around the Cambridge, MA area. The figure shows a 2D view of
the visualization, where red dots that are spatially coupled to the
underlying layer show the reported crime cases in the region.

Figure 8: SPPC [45] (Overloaded Views). This tool overloads points

into the region bounded by two axes in the parallel coordinate plot.

Figure 9: Links on treemaps [14] (Overloaded Views). The tool

identifies a tree structure in a graph and visualizes it using a treemap.

Overloading
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Figure 6: Mapgets [38] (Superimposed Views). Presentation stack,

with superimposed layers for rivers, borders, and labels, in Mapgets.

Figure 7: GeoSpace [22] (Superimposed Views). A crime data layer

superimposed on a geographical map of the Cambridge, MA area.

5 SUPERIMPOSITION ! SUPERIMPOSED VIEWS

Superimposed views overlay two or more visual spaces on top of
each other (Figures 6 and 7). The resulting visualization becomes
the visual combination of the component visualizations, often using
transparency to enable seeing all views. Superimposed views are
generally used to highlight spatial relations in the component visu-
alizations. In other words, the spatial linking present in these views
is one-to-one, i.e., all the overlay visualizations share the same un-
derlying visual space. Line graph visualizations with several data
series, where more than one graph is superimposed in a single chart
(e.g., [19]), is a very commonly used example of this design pattern.

The spatial linking in the superimposed views allows for easy
comparison across different datasets because the user does not have
to split their attention between different parts of the visual space.
Furthermore, the fact that visualizations are stacked means that they
can each use the full available space in the view. However, because
the composition simply adds the component visualizations together,
the visual clutter may become significant, and it is also likely to
cause conflicts arising from one visualization occluding another.

5.1 Mapgets

Mapgets [38] is a geographic visualization system that allows users
to interactively perform map editing and querying of geographical
datasets. The maps generated using Mapgets are built on an under-
lying presentation stack that superimposes multiple dataset layers
on top of each other. The users can dynamically select the dataset

to use for each layer and the total number of layers to compose.
Different layers in the presentation stack allow users to indepen-
dently interact with each of the associated visualization and control
the layer attributes. The technique also allows the users to reorder
layers in the presentation stack to achieve the desirable map result.

Figure 6 shows an example of a European map generated in
Mapgets. The presentation stack associated with this map consists
of three layers: the bottom layer visualizes rivers, the center layer
is used to depict the country borders, and the topmost layer is used
to display the country labels.

5.2 GeoSpace

GeoSpace [22] allows users to interactively explore complex visual
spaces using superimposed views. It permits progressively overlay-
ing different datasets, based on the user queries, in a single view.
Beyond allowing users to explore datasets through dynamic queries,
GeoSpace also supports pan and zoom operations for navigation.

Figure 7 shows GeoSpace system being used for exploring crime
around the Cambridge, MA area. The figure shows a 2D view of
the visualization, where red dots that are spatially coupled to the
underlying layer show the reported crime cases in the region.

Figure 8: SPPC [45] (Overloaded Views). This tool overloads points

into the region bounded by two axes in the parallel coordinate plot.

Figure 9: Links on treemaps [14] (Overloaded Views). The tool

identifies a tree structure in a graph and visualizes it using a treemap.
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Overloading Guidelines
• Benefits:  
- The client visualization does not have to share the same coordinate space 

as the host visualization 
- This also yield more flexibility and control over visual clutter 

• Drawbacks: 
- Visual clutter is increased 
- Visual design dependencies between components are significant 

• Applications: Situations where one visualization can be folded into another to 
yield a compact (and complex) result.
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6 OVERLOADING ! OVERLOADED VIEWS

This design pattern characterizes compositions where one visual-
ization, called the client visualization, is rendered inside another
visualization, called the host, using the same spatial mapping as the
host [26]. Overloaded views (Figures 8 and 9) are similar to super-
imposed views, but with some important differences. Like super-
imposition, the client visualization in this design pattern is overlaid
on the host. However, unlike Superimposed Views, there exists no
one-to-one spatial linking between the two visualizations [12].

While previous design patterns have all operated on specific
views of component visualizations, overloaded views (and also the
next pattern, Nested Views) operate on the visual structure them-
selves. In other words, it is no longer possible to merely use vi-
sual layout operations to organize the views together, but the vi-
sual structures themselves must be modified to combine the com-
ponents. We will see examples of this below.

Figure 10: ZAME [13] (Nested Views). Visual exploration of a

protein-protein interaction dataset in ZAME.

6.1 Scatter Plots in Parallel Coordinates (SPPC)

Yuan et al. [45] presented a system that allows overloading of 2D
scatterplots on a parallel coordinates visualization [18] (Figure 8).
The technique is based on converting the space between pairs of
selected coordinate dimensions in a parallel coordinate plot into
scatterplots through multidimensional scaling [42]. The technique
takes advantage of the fact that parallel coordinate plots do not re-
ally use the space between the parallel dimensional axes, which
means that this space is open for being overloaded.

SPPC is also an example of combining two techniques to com-
pensate for their individual shortcomings. Parallel coordinates are
efficient for visualizing multiple dimensions in a compact 2D vi-
sual representation. However, they make it hard to correlate trends
across multiple dimensions due to their inherent visual clutter. Scat-
terplots, on the other hand, provide an effective way of correlating
trends in any dimension of a dataset [10]. Combining both tech-
niques allows for sharing their advantages.

6.2 Graph Links on Treemaps

Fekete et al. [14] proposed a technique for rendering graphs using a
treemap [20] with overloaded graph links. The idea is based on the
fact that it is possible to decompose a graph into a tree structure and
a set of remaining graph edges that are not included in the tree. This
graph decomposition allows for using a treemap to visualize the tree
structure, and then overload links corresponding to the remaining
graph edges on the treemap visualization. Even though Fekete et al.

call this “overlaying”, the technique is an example of overloading
in our terminology because the graph links are not just a separate
layer on top of the treemap, but they are embedded into the visual
structure of the treemap and use the node positions as anchors.

Figure 9 shows the technique being used to visualize a website.
Here, the directory structure, inherent in any website, is visualized
through an underlying treemap and external links are visualized
through overlaid edges. The overlaid edges are not straight lines,
but are curved to highlight source and target locations. The edges
are curved more near the source, hence making it easy to visually
recognize the direction of the link. The tool also supports con-
trolling the visibility of various edges to reduce visual clutter, and
coloring edges based on their attributes.

Figure 11: NodeTrix [17] (Nested Views). This example shows a

visualization of the InfoVis co-authorship network.

7 NESTING ! NESTED VIEWS

Nested views, like overloaded views, are also based on the notion of
host and client visualizations. However, in this design pattern, one
or more client visualizations are nested inside the visual marks of
the host visualizations, based on the relational linking between the
points. Most often, the nesting is performed simply by replacing
the visual marks in the host visualization by nested instances of the
client visualization (Figures 10 and 11). An example of this would
be a scatterplot where the individual marks are barchart glyphs [25].

The nested views pattern provides an effective way of relating
data points in the host visualization to the data visualized through
the client visualizations. Again the users need not divide their atten-
tion between multiple views, and the host visualization is allowed
to use the full available space. However, since the design pattern
embeds one or more visualizations inside a visual mark, the client
visualizations are allocated only a small portion of the host visual-
ization’s visual space, and zooming and panning may be required to
see details. Furthermore, just like overloading, nested views com-
pose the actual visual structures of the components, which typically
requires a more careful design.

One issue to discuss here is the difference between overloading
and nesting. These are different design patterns because nesting
simply replaces the visual marks of the host with the visual structure
of the client, whereas overloading requires a much more integrated
composition of the visual structures of the host and the client.

7.1 ZAME

Nested views are becoming increasingly prominent for visualizing
large-scale datasets using glyph-based methods. ZAME [13], a vi-
sualization system designed to explore large-scale adjacency matrix
graph visualization, uses this approach. The base matrix represen-
tation used in ZAME is a hierarchical aggregation of the underly-
ing dataset. The tool allows the user to zoom in data space, which
amounts to drilling-down and rolling-up in the aggregation hierar-
chy to see more or less details. Abstract glyphs representing aggre-
gated data for each cell in the matrix are nested inside the visual
marks of the matrix to convey information about the aggregation.

Nesting
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6 OVERLOADING ! OVERLOADED VIEWS

This design pattern characterizes compositions where one visual-
ization, called the client visualization, is rendered inside another
visualization, called the host, using the same spatial mapping as the
host [26]. Overloaded views (Figures 8 and 9) are similar to super-
imposed views, but with some important differences. Like super-
imposition, the client visualization in this design pattern is overlaid
on the host. However, unlike Superimposed Views, there exists no
one-to-one spatial linking between the two visualizations [12].

While previous design patterns have all operated on specific
views of component visualizations, overloaded views (and also the
next pattern, Nested Views) operate on the visual structure them-
selves. In other words, it is no longer possible to merely use vi-
sual layout operations to organize the views together, but the vi-
sual structures themselves must be modified to combine the com-
ponents. We will see examples of this below.

Figure 10: ZAME [13] (Nested Views). Visual exploration of a

protein-protein interaction dataset in ZAME.

6.1 Scatter Plots in Parallel Coordinates (SPPC)

Yuan et al. [45] presented a system that allows overloading of 2D
scatterplots on a parallel coordinates visualization [18] (Figure 8).
The technique is based on converting the space between pairs of
selected coordinate dimensions in a parallel coordinate plot into
scatterplots through multidimensional scaling [42]. The technique
takes advantage of the fact that parallel coordinate plots do not re-
ally use the space between the parallel dimensional axes, which
means that this space is open for being overloaded.

SPPC is also an example of combining two techniques to com-
pensate for their individual shortcomings. Parallel coordinates are
efficient for visualizing multiple dimensions in a compact 2D vi-
sual representation. However, they make it hard to correlate trends
across multiple dimensions due to their inherent visual clutter. Scat-
terplots, on the other hand, provide an effective way of correlating
trends in any dimension of a dataset [10]. Combining both tech-
niques allows for sharing their advantages.

6.2 Graph Links on Treemaps

Fekete et al. [14] proposed a technique for rendering graphs using a
treemap [20] with overloaded graph links. The idea is based on the
fact that it is possible to decompose a graph into a tree structure and
a set of remaining graph edges that are not included in the tree. This
graph decomposition allows for using a treemap to visualize the tree
structure, and then overload links corresponding to the remaining
graph edges on the treemap visualization. Even though Fekete et al.

call this “overlaying”, the technique is an example of overloading
in our terminology because the graph links are not just a separate
layer on top of the treemap, but they are embedded into the visual
structure of the treemap and use the node positions as anchors.

Figure 9 shows the technique being used to visualize a website.
Here, the directory structure, inherent in any website, is visualized
through an underlying treemap and external links are visualized
through overlaid edges. The overlaid edges are not straight lines,
but are curved to highlight source and target locations. The edges
are curved more near the source, hence making it easy to visually
recognize the direction of the link. The tool also supports con-
trolling the visibility of various edges to reduce visual clutter, and
coloring edges based on their attributes.

Figure 11: NodeTrix [17] (Nested Views). This example shows a

visualization of the InfoVis co-authorship network.

7 NESTING ! NESTED VIEWS

Nested views, like overloaded views, are also based on the notion of
host and client visualizations. However, in this design pattern, one
or more client visualizations are nested inside the visual marks of
the host visualizations, based on the relational linking between the
points. Most often, the nesting is performed simply by replacing
the visual marks in the host visualization by nested instances of the
client visualization (Figures 10 and 11). An example of this would
be a scatterplot where the individual marks are barchart glyphs [25].

The nested views pattern provides an effective way of relating
data points in the host visualization to the data visualized through
the client visualizations. Again the users need not divide their atten-
tion between multiple views, and the host visualization is allowed
to use the full available space. However, since the design pattern
embeds one or more visualizations inside a visual mark, the client
visualizations are allocated only a small portion of the host visual-
ization’s visual space, and zooming and panning may be required to
see details. Furthermore, just like overloading, nested views com-
pose the actual visual structures of the components, which typically
requires a more careful design.

One issue to discuss here is the difference between overloading
and nesting. These are different design patterns because nesting
simply replaces the visual marks of the host with the visual structure
of the client, whereas overloading requires a much more integrated
composition of the visual structures of the host and the client.

7.1 ZAME

Nested views are becoming increasingly prominent for visualizing
large-scale datasets using glyph-based methods. ZAME [13], a vi-
sualization system designed to explore large-scale adjacency matrix
graph visualization, uses this approach. The base matrix represen-
tation used in ZAME is a hierarchical aggregation of the underly-
ing dataset. The tool allows the user to zoom in data space, which
amounts to drilling-down and rolling-up in the aggregation hierar-
chy to see more or less details. Abstract glyphs representing aggre-
gated data for each cell in the matrix are nested inside the visual
marks of the matrix to convey information about the aggregation.

Nesting
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Nesting Guidelines
• Benefits: 
- Very compact representation 
- Easy correlation 

• Drawbacks:  
- Limited space for the client visualizations 
- Clutter is high 
- Visual design dependencies are high 

• Applications: Situations that call for augmenting a particular visual 
representation with additional mapping
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Design Space
• Visualizations: the techniques or idioms used 
• Spatial relation: relationship between visual structures in display space 
• Data relation: visual relationship between items in different views 
- None: No relation 
- Item-item: One-to-one 
- Item-group: One-to-many 
- Item-dimension: Item in one view is a scale in another
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Technique Visualization A Visualization B Spatial Relation Data Relation

ComVis [24] (Figure 2) any any juxtapose none
Improvise [39] (Figure 3) any any juxtapose none
Jigsaw [36] any any juxtapose none
Snap-Together [30] any any juxtapose none
semantic substrates [34] (Figure 4) node-link node-link juxtapose item-item
VisLink [11] (Figure 5) radial graph node-link juxtapose item-item
Napoleon’s March on Moscow [37] time line view area visualization juxtapose item-item
Mapgets [38] (Figure 6) map text superimpose item-item
GeoSpace [22] (Figure 7) map bar graph superimpose item-item
3D GIS [8] map glyphs superimpose item-item
Scatter Plots in Parallel Coordinates [45] (Figure 8) parallel coordinate scatterplot overload item-dimension
Graph links on treemaps [14] (Figure 9) treemap node-link overload item-item
SparkClouds [21] tag cloud line graph overload item-item
ZAME [13] (Figure 10) matrix glyphs nested item-group
NodeTrix [17] (Figure 11) node-link matrix nested item-group
TimeMatrix [44] matrix glyphs nested item-group
GPUVis [25] Scatterplot glyphs nested item-group

Table 1: Classification of common composite visualization techniques using our design space.

(a) Juxtaposed views. (b) Integrated views. (c) Superimposed views. (d) Overloaded views. (e) Nested views.

Figure 12: Example of composing a scatterplot and bar graph using different methods.

datasets in the same space and using different visualizations, but
also highlights the relational linking between the two datasets.

Nested views provide an efficient approach to link each of the
data values, visualized through the host visualization, to its related
dataset, visualized through client visualizations. This is achieved
by nesting clients inside the visual marks in the host.

• Benefits: Very compact representation, easy correlation.
• Drawbacks: Limited space for the client visualizations, clut-

ter is high, and visual design dependencies are high.
• Applications: Again, situations that call for augmenting a

particular visual representation with additional mapping.

Figure 12(e) shows an example composition of scatterplot and
bar graph visualizations based on this design patter. In the figure,
the scatterplot visualization is acting as a host and bar graph visu-
alizations are nested inside its visual marks.

There is probably not a clear winner among different design pat-
terns while designing an information visualization tool. The correct
choice of design pattern to use for a particular implementation de-
pends on different conditions, such as the available view space, user
knowledge, and the complexity of the underlying dataset. Ideally
speaking, designers should be able to combine any existing visual-
izations to generate a composite visualization view.

8.2 Delimitations

While our above CVV design patterns are general in nature, they
are based solely on the spatial layout of component visualizations.
However, it is possible to envision other ways to combine two or
more visualizations, for example using interaction or animation.
One such example is the use of interactive hyperlinking [6, 43] (or
wormholing) to navigate between different visualization views.

8.3 Discussion

There are several direct benefits to structuring the design space of
composite visualization views in this manner. Classifying existing
techniques into patterns not only helps in understanding these tech-
niques, but also in evaluating their strengths and weaknesses.

However, the design patterns presented in this paper are all based
on evidence from the literature of how existing visualization tools
and techniques use composite views. Therefore, our framework
is inherently limited to current designs, and more descriptive than
generative in nature. Furthermore, this list of patterns is not neces-
sarily exhaustive, and we certainly foresee additional design pat-
terns for composite views to emerge with progress in informa-
tion visualization. It is also not always straightforward to sepa-
rate what is a composite visualization and what is an “atomic” (or
component) visualization, particularly when the compositions on
the visual structures—which is the case for overloaded and nested
views—as opposed to merely on the views. Our approach in the
above text has been to treat as components any technique has been
presented in the literature as a standalone technique.

9 CONCLUSION

We have proposed a novel framework for specifying, designing, and
evaluating compositions of multiple visualizations in the same vi-
sual space that we call composite visualization views. The benefit
of the framework is not only to provide a way to unify a large col-
lection of existing work where visual representations are combined
in various ways, but also to suggest new combinations of visual
representations that may significantly advance the state of the art.

REFERENCES

[1] C. Ahlberg and B. Shneiderman. Visual information seeking: Tight
coupling of dynamic query filters with starfield displays. In Proceed-

Summary

43

[W. Javed and N. Elmqvist, 2012]
D. Koop, CSCI 627/490, Fall 2023



Summary (Scatterplot + Bar Chart)
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Technique Visualization A Visualization B Spatial Relation Data Relation

ComVis [24] (Figure 2) any any juxtapose none
Improvise [39] (Figure 3) any any juxtapose none
Jigsaw [36] any any juxtapose none
Snap-Together [30] any any juxtapose none
semantic substrates [34] (Figure 4) node-link node-link juxtapose item-item
VisLink [11] (Figure 5) radial graph node-link juxtapose item-item
Napoleon’s March on Moscow [37] time line view area visualization juxtapose item-item
Mapgets [38] (Figure 6) map text superimpose item-item
GeoSpace [22] (Figure 7) map bar graph superimpose item-item
3D GIS [8] map glyphs superimpose item-item
Scatter Plots in Parallel Coordinates [45] (Figure 8) parallel coordinate scatterplot overload item-dimension
Graph links on treemaps [14] (Figure 9) treemap node-link overload item-item
SparkClouds [21] tag cloud line graph overload item-item
ZAME [13] (Figure 10) matrix glyphs nested item-group
NodeTrix [17] (Figure 11) node-link matrix nested item-group
TimeMatrix [44] matrix glyphs nested item-group
GPUVis [25] Scatterplot glyphs nested item-group

Table 1: Classification of common composite visualization techniques using our design space.

(a) Juxtaposed views. (b) Integrated views. (c) Superimposed views. (d) Overloaded views. (e) Nested views.

Figure 12: Example of composing a scatterplot and bar graph using different methods.

datasets in the same space and using different visualizations, but
also highlights the relational linking between the two datasets.

Nested views provide an efficient approach to link each of the
data values, visualized through the host visualization, to its related
dataset, visualized through client visualizations. This is achieved
by nesting clients inside the visual marks in the host.

• Benefits: Very compact representation, easy correlation.
• Drawbacks: Limited space for the client visualizations, clut-

ter is high, and visual design dependencies are high.
• Applications: Again, situations that call for augmenting a

particular visual representation with additional mapping.

Figure 12(e) shows an example composition of scatterplot and
bar graph visualizations based on this design patter. In the figure,
the scatterplot visualization is acting as a host and bar graph visu-
alizations are nested inside its visual marks.

There is probably not a clear winner among different design pat-
terns while designing an information visualization tool. The correct
choice of design pattern to use for a particular implementation de-
pends on different conditions, such as the available view space, user
knowledge, and the complexity of the underlying dataset. Ideally
speaking, designers should be able to combine any existing visual-
izations to generate a composite visualization view.

8.2 Delimitations

While our above CVV design patterns are general in nature, they
are based solely on the spatial layout of component visualizations.
However, it is possible to envision other ways to combine two or
more visualizations, for example using interaction or animation.
One such example is the use of interactive hyperlinking [6, 43] (or
wormholing) to navigate between different visualization views.

8.3 Discussion

There are several direct benefits to structuring the design space of
composite visualization views in this manner. Classifying existing
techniques into patterns not only helps in understanding these tech-
niques, but also in evaluating their strengths and weaknesses.

However, the design patterns presented in this paper are all based
on evidence from the literature of how existing visualization tools
and techniques use composite views. Therefore, our framework
is inherently limited to current designs, and more descriptive than
generative in nature. Furthermore, this list of patterns is not neces-
sarily exhaustive, and we certainly foresee additional design pat-
terns for composite views to emerge with progress in informa-
tion visualization. It is also not always straightforward to sepa-
rate what is a composite visualization and what is an “atomic” (or
component) visualization, particularly when the compositions on
the visual structures—which is the case for overloaded and nested
views—as opposed to merely on the views. Our approach in the
above text has been to treat as components any technique has been
presented in the literature as a standalone technique.

9 CONCLUSION

We have proposed a novel framework for specifying, designing, and
evaluating compositions of multiple visualizations in the same vi-
sual space that we call composite visualization views. The benefit
of the framework is not only to provide a way to unify a large col-
lection of existing work where visual representations are combined
in various ways, but also to suggest new combinations of visual
representations that may significantly advance the state of the art.
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Technique Visualization A Visualization B Spatial Relation Data Relation

ComVis [24] (Figure 2) any any juxtapose none
Improvise [39] (Figure 3) any any juxtapose none
Jigsaw [36] any any juxtapose none
Snap-Together [30] any any juxtapose none
semantic substrates [34] (Figure 4) node-link node-link juxtapose item-item
VisLink [11] (Figure 5) radial graph node-link juxtapose item-item
Napoleon’s March on Moscow [37] time line view area visualization juxtapose item-item
Mapgets [38] (Figure 6) map text superimpose item-item
GeoSpace [22] (Figure 7) map bar graph superimpose item-item
3D GIS [8] map glyphs superimpose item-item
Scatter Plots in Parallel Coordinates [45] (Figure 8) parallel coordinate scatterplot overload item-dimension
Graph links on treemaps [14] (Figure 9) treemap node-link overload item-item
SparkClouds [21] tag cloud line graph overload item-item
ZAME [13] (Figure 10) matrix glyphs nested item-group
NodeTrix [17] (Figure 11) node-link matrix nested item-group
TimeMatrix [44] matrix glyphs nested item-group
GPUVis [25] Scatterplot glyphs nested item-group

Table 1: Classification of common composite visualization techniques using our design space.

(a) Juxtaposed views. (b) Integrated views. (c) Superimposed views.
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(d) Overloaded views. (e) Nested views.

Figure 12: Example of composing a scatterplot and bar graph using different methods.

datasets in the same space and using different visualizations, but
also highlights the relational linking between the two datasets.

Nested views provide an efficient approach to link each of the
data values, visualized through the host visualization, to its related
dataset, visualized through client visualizations. This is achieved
by nesting clients inside the visual marks in the host.

• Benefits: Very compact representation, easy correlation.
• Drawbacks: Limited space for the client visualizations, clut-

ter is high, and visual design dependencies are high.
• Applications: Again, situations that call for augmenting a

particular visual representation with additional mapping.

Figure 12(e) shows an example composition of scatterplot and
bar graph visualizations based on this design patter. In the figure,
the scatterplot visualization is acting as a host and bar graph visu-
alizations are nested inside its visual marks.

There is probably not a clear winner among different design pat-
terns while designing an information visualization tool. The correct
choice of design pattern to use for a particular implementation de-
pends on different conditions, such as the available view space, user
knowledge, and the complexity of the underlying dataset. Ideally
speaking, designers should be able to combine any existing visual-
izations to generate a composite visualization view.

8.2 Delimitations

While our above CVV design patterns are general in nature, they
are based solely on the spatial layout of component visualizations.
However, it is possible to envision other ways to combine two or
more visualizations, for example using interaction or animation.
One such example is the use of interactive hyperlinking [6, 43] (or
wormholing) to navigate between different visualization views.

8.3 Discussion

There are several direct benefits to structuring the design space of
composite visualization views in this manner. Classifying existing
techniques into patterns not only helps in understanding these tech-
niques, but also in evaluating their strengths and weaknesses.

However, the design patterns presented in this paper are all based
on evidence from the literature of how existing visualization tools
and techniques use composite views. Therefore, our framework
is inherently limited to current designs, and more descriptive than
generative in nature. Furthermore, this list of patterns is not neces-
sarily exhaustive, and we certainly foresee additional design pat-
terns for composite views to emerge with progress in informa-
tion visualization. It is also not always straightforward to sepa-
rate what is a composite visualization and what is an “atomic” (or
component) visualization, particularly when the compositions on
the visual structures—which is the case for overloaded and nested
views—as opposed to merely on the views. Our approach in the
above text has been to treat as components any technique has been
presented in the literature as a standalone technique.

9 CONCLUSION

We have proposed a novel framework for specifying, designing, and
evaluating compositions of multiple visualizations in the same vi-
sual space that we call composite visualization views. The benefit
of the framework is not only to provide a way to unify a large col-
lection of existing work where visual representations are combined
in various ways, but also to suggest new combinations of visual
representations that may significantly advance the state of the art.
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Multiple Views
• Facet (noun and verb) 
- particular aspect or feature of something 
- to split 

• Partition visualization into views/layers 
- Either juxtapose (side-by-side), superimpose (layer), nest, etc. 
- Depends on data and encoding 
- Generally, superimposing does not scale as well 
- Multiple views eats display space (either large screens or small 

visualizations)
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Multiform
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Multiform Views
• The same data visualized in different ways 
• Does not need to be a totally different encoding (all choices need not be 

disjoint), e.g. horizontal positions could be the same 
• One view becomes cluttered with too many attributes 
• Consumes more screen space 
• Allows greater separability between channels
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Small Multiples
• Same encoding, but different data in each view (e.g. SPLOM)
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Interaction with Multiform & Small Multiples
• Key interaction with multiform and small multiples: brushing 
- also called linked highlighting 

• Want to understand correspondences between representation in the different 
views
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Brushing
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Schneiderman's Mantra
• Visual lnformation-Seeking Mantra [B. Schneiderman, 1996]: 
- Overview first 
- Zoom and filter (Chapter 13) 
- Details on demand 

• Goal of the overview is to summarize all of the data 
• Want specific details about some aspect(s) of the data, need another view/

layer 
- May be permanent: side-by-side 
- May be a popup layer: often opaque or separated 

• (see textbook Ch. 6.7)
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Overview-Detail View

54

[Wikipedia]
D. Koop, CSCI 627/490, Fall 2023



MizBee: A Multiscale Synteny Browser
Miriah Meyer, Tamara Munzner, Member, IEEE, and Hanspeter Pfister, Senior Member, IEEE
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Fig. 1. The multiscale MizBee browser allows biologists to explore many kinds of conserved synteny relationships with linked views
at the genome, chromosome, and block levels. Here we compare the genomes of two fish, the stickleback and the pufferfish.

Abstract—In the field of comparative genomics, scientists seek to answer questions about evolution and genomic function by com-
paring the genomes of species to find regions of shared sequences. Conserved syntenic blocks are an important biological data
abstraction for indicating regions of shared sequences. The goal of this work is to show multiple types of relationships at multiple
scales in a way that is visually comprehensible in accordance with known perceptual principles. We present a task analysis for this
domain where the fundamental questions asked by biologists can be understood by a characterization of relationships into the four
types of proximity/location, size, orientation, and similarity/strength, and the four scales of genome, chromosome, block, and genomic
feature. We also propose a new taxonomy of the design space for visually encoding conservation data. We present MizBee, a
multiscale synteny browser with the unique property of providing interactive side-by-side views of the data across the range of scales
supporting exploration of all of these relationship types. We conclude with case studies from two biologists who used MizBee to aug-
ment their previous automatic analysis work flow, providing anecdotal evidence about the efficacy of the system for the visualization
of syntenic data, the analysis of conservation relationships, and the communication of scientific insights.

Index Terms—Information visualization, design study, bioinformatics, synteny.

✦

1 INTRODUCTION

In comparative genomics, scientists seek to answer questions about
evolution and genomic function by comparing the genomes of differ-
ent species. The comparison may shed light on evolutionary questions
by providing evidence of shared ancestry between species. It can also
indicate potential shared function where the sequences are similar. The
effect of the genomic sequence on the functioning of an organism is a
complex system involving many genes and regulatory elements work-
ing together in concert, a system which is difficult to understand by
studying the genome of just a single species. Taken together, these

• M. Meyer and H. Pfister are with Harvard University, E-mail:
miriah,pfister@seas.harvard.edu.

• T. Munzner is with University of British Columbia, E-mail:
tmm@cs.ubc.ca.

Manuscript received 31 March 2009; accepted 27 July 2009; posted online
11 October 2009; mailed on 5 October 2009.
For information on obtaining reprints of this article, please send
email to: tvcg@computer.org .

indications allow for a range of biological insights, such as the re-
latedness of species in the Tree of Life, the discovery of new genes
in the genome of a species, and the identification of sequences and
mechanisms responsible for regulating the expression of functionally
important genes.

To study the differences and similarities between genomes, biolo-
gists analyze relationships of conservation between genomic features.
A feature is any genomic element of interest; genes are often the fo-
cus, but other possibilities are transposons, introns, and exons. The
similarity of features is measured by how well their sequences match.
Conservation refers to the similarity between genomic features in two
different genomes, or sometimes within a single genome.

Synteny, which literally means “on the same ribbon”, is the prop-
erty that features occur on the same chromosome, and is often used
to mean that they are contiguous within that chromosome. Because
of the overwhelming number of features in many genomes, biologists
abstract the idea of conservation by creating larger syntenic blocks,
representing contiguous sets of features located on the same chromo-
some. Biologists use these blocks to look for several kinds of con-
servation relationships: proximity and location, size, orientation, and

Overview-Detail (Different Encoding)
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Overview-Detail (with Zoom-Filter)
• Detail involves some subset of the full dataset 
• Involves user selection or filtering of some type 

• How question: includes facet 
• Examples: 
- Maps: partition into two views with same encoding, overview-detail 
- UC Trends: partition into multiple views, coordinated with linked highlighting, 

overview+detail of expenditures
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Fig. 2: The Cerebral display of the TLR4 graph (V=91, E=124) with associated LPS and LPS+LL-37 time series. The small multiples show an
overview of all 8 experimental conditions. The most noticeable differences between the LPS and the LPS+LL-37 condition occur at hour 4. By
selecting the hour 4 conditions, the main window shows the computed difference between the two conditions.

Furthermore, the biologists’ assessment of what constitutes a good
layout varies depending on the nature of the biomolecules involved. In
the undirected portion of the graph, which comprises protein-protein
interactions that propagate a signal from membrane to nucleus, they
wish to see the network structure so that they can follow the signaling
cascade. Thus for this section of the graph, it is important to minimize
edge crossings, even if it places interacting nodes somewhat far apart.
In contrast, for the directed portion of the graph, representing the genes
whose expression was altered in response to the signaling cascade, the
biologists want to see the nodes grouped tightly by function, even at
the expense of not being able to clearly see the interactions between
them. Translating these desires into automated graph layout requires
an algorithm that uses metadata associated with the nodes, in addition
to the direct graph structure, for node placement. Positioning nodes
according to biological meta-data defines a semantic substrate [34]
so that node position reveals biological function. We wrote a sim-
ple simulated annealing-based graph layout algorithm that uses node
metadata to guide node placement.

3.2 Small multiple views for multiple conditions

Cerebral uses small multiples [38] to simultaneously display multiple
experimental datasets. Each small multiple contains a complete copy
of the interaction graph with the same spatial layout, but with differ-
ent coloring according to the experimental data it is displaying. Our
design target was to handle from two to a few dozen gene expression
conditions, and from 50 to 3000 nodes in the interaction graph.

One obvious alternative to multiple small views would be a sin-
gle changeable or animated view, where the color coding changes
over time rather than being distributed over space [33, 32]. Com-

paring something visible with memories of what was seen before is
more difficult than comparing things simultaneously visible side by
side [31]. Thus, the limitations of human memory make comparing
the few dozen conditions of our design goal through animation quite
difficult [40]. Although small multiples would not scale to hundreds
of conditions, they handle the current usage of 8-10 easily and will
certainly accommodate the projected usage of few dozen conditions.

A second alternative is to embed a glyph, such as a line graph or
heat map, near or within the node itself [24, 32, 41]. While embedded
glyphs provide good detail when zoomed in for a local view, they be-
come indistinguishable when zoomed out for a global view of graphs
larger than a few dozen nodes. The biologists often need to see such
a view, as it more readily allows for the identification of interacting
genes/proteins whose expression behaves similarly across several con-
ditions. Thus, glyphs would not be appropriate in this domain.

Saraiya et al. [32] evaluated four approaches to integrating graph
and time series data, comparing one versus two views and slider-
controlled animation versus embedded glyphs. While they used 10
time series data points, in a good match for our problem domain, their
graph contained only 50 nodes. They found many tradeoffs between
task type, speed, and accuracy. Our design can be considered an at-
tempt to combine the strengths of the four different interfaces they
studied into a single interface for a problem where the tasks are com-
plex, accuracy outweighs raw speed, and the graph is large.

3.3 Parallel coordinates and clustering for data-driven ex-

ploration

Cerebral’s main views focus on the interaction graph model of the
biological system or process of interest. We also provide a data-

Multiform & Small Multiples (Cerebral)
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Navigation across multiple views
• Often navigation in one view updates navigation in another 
• Example: Maps: overview shifts as you move around in detail view 
• Selections in one view may trigger selections in another

58D. Koop, CSCI 627/490, Fall 2023



Facet

Partition into Side-by-Side Views

Superimpose Layers

Juxtapose and Coordinate Multiple Side-by-Side Views

Share Data: All/Subset/None

Share Navigation

All Subset

Same

Multiform

Multiform, 
Overview/

Detail

None

Redundant

No Linkage

Small Multiples

Overview/
Detail

Linked Highlighting

Multiple Views

59

[Munzner (ill. Maguire), 2014]
D. Koop, CSCI 627/490, Fall 2023



Partitioned Views
• Split dataset into groups and visualize each group 
• Extremes: one item per group, one group for all items 
• Can be a hierarchy 
- Order: which splits are more "related"? 
- Which attributes are used to split? usually categorical
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Glyphs, Views, and Regions
• Glyphs are composed of multiple marks 
• Views are a contiguous region of space 
• A region is usually associated with a group of data 
• Blurry lines of distinction between them
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Matrix Alignment & Recursive Subdivision
• Matrix Alignment: 
- regions are placed in a matrix alignment 
- splits go to rows and columns 
- main-effects ordering: use summary statistic to determine order of 

categorical attribute 
• Recursive subdivision: 
- Designed for exploration 
- Involves hierarchy 
- User drives the ways data is broken down in recursive manner
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Example: Trellis Matrix Alignment
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VISUAL DESIGN AND CONTROL OF TRELLIS DISPLAY 125

I page. In Figure 2 there are 6 panels, I column, 6 rows, and 1 page. Later, we will
show a Trellis display with more than one page. We refer to the rectangular array as the
trellis because it is reminiscent of a garden trelliswork .•

Each panel of a trellis display shows a subset of the values of panel variables;
these values are formed by conditioning on the valqes of conditioning variables. In Fig-
ure I the panel variables are variety and yield, and the conditioning variables are site and
year. On each panel, values of yield and variety are displayed for one combination of year
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Fig. 2. A: Sized-based ordering, coloured by average price: sHier(/,$br,$ty,$yr,$mn); sLayout(/,SQ); sSize(/,$sal);
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the hierarchy can produce layouts similar to mosaic plots (and ma-
trix diagrams if sizes are fixed). They are particularly suitable where
variables have hierarchical dependencies, such as our calendar views
(sHier($yr,$mn)).

6.3 Layouts for time-based data and questions
Temporal data can be considered as ordinal. In Fig. 1A, years are
not arranged temporally; as such, temporal trends are difficult to de-
tect. Rearranging the years into a time-based order using an ordered
space-filling layout [36] (Fig. 1B) makes the increase in annual house
price easier to detect. In Fig. 1C, we have added month to the hi-
erarchy producing calendar views coloured by the number of sales.
Seasonal variations in the numbers of sales are apparent for flats and
terraced housing, however colour rescaling (using oColorMap) or
using colour schemes that are local to individual parts of the hierarchy
are required to detect these patterns where property types have low
sales. Alternatively, colour can be used to show values as a proportion
or deviation from a baseline. Appropriate baselines include those that
reflect the values expected from hypotheses that we might then accept
or reject on the basis of the display. For example, in Fig. 4A (calendar
views), our null hypothesis is that the number of sales does not vary
monthly (expected or baseline values are a twelfth of the sales for each
year). The geographically-consistent seasonal trends that are apparent
might cause us to reject our null hypothesis. Identifying the elements
with statistically-significant levels of variation might help us make that

choice. Fig. 4B shows the deviation of price from the yearly average
(accounting for inflation). Whilst prices rises steadily every year, this
is not the case for 2008 where prices have dropped markedly in the
final quarter, a trend not observed in Westminster.

Nesting the two temporal resolutions of year and month to pro-
duce calendar views is appropriate where we are expecting yearly and
monthly patterns. However, this may obscure other temporal patterns.
In Fig. 3B, we use an ordered squarified layout of all 108 months in
the period ordered from the left top to bottom right (compare with the
calendar views in Fig. 3A). Although both graphics show exactly the
same data, the use of $my and the associated OS layout in Fig. 3B
make the upward trend in prices and subsequent slump more apparent
as it is a continuous trend over the entire period. The result is a more
appropriate layout for research questions that relate to ongoing rather
than periodic change. The additional hierarchical level used in Fig.
3A and alternative layouts are more appropriate for comparing annual
patterns which are overshadowed by the longer term trend in the case
of this attribute. Again, interactive colour rescaling or colouring on
the basis of relative values is required to detect relative rises and falls
in different boroughs.

6.4 Geographical layouts
Spatially-ordered layouts (SP) have rectangles that are arranged ac-
cording their geographical locations. The effect of this layout can be
seen by comparing the non-spatial layout in Fig. 2A with the spatial
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Fig. 2. A: Sized-based ordering, coloured by average price: sHier(/,$br,$ty,$yr,$mn); sLayout(/,SQ); sSize(/,$sal);
sColor(/,Ø,Ø,Ø,$prc). B: Reconfigure to a spatial and temporal layout: oLayout(/,1,SP); oLayout(/,2,OS); oLayout(/,3,VT);
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the hierarchy can produce layouts similar to mosaic plots (and ma-
trix diagrams if sizes are fixed). They are particularly suitable where
variables have hierarchical dependencies, such as our calendar views
(sHier($yr,$mn)).

6.3 Layouts for time-based data and questions
Temporal data can be considered as ordinal. In Fig. 1A, years are
not arranged temporally; as such, temporal trends are difficult to de-
tect. Rearranging the years into a time-based order using an ordered
space-filling layout [36] (Fig. 1B) makes the increase in annual house
price easier to detect. In Fig. 1C, we have added month to the hi-
erarchy producing calendar views coloured by the number of sales.
Seasonal variations in the numbers of sales are apparent for flats and
terraced housing, however colour rescaling (using oColorMap) or
using colour schemes that are local to individual parts of the hierarchy
are required to detect these patterns where property types have low
sales. Alternatively, colour can be used to show values as a proportion
or deviation from a baseline. Appropriate baselines include those that
reflect the values expected from hypotheses that we might then accept
or reject on the basis of the display. For example, in Fig. 4A (calendar
views), our null hypothesis is that the number of sales does not vary
monthly (expected or baseline values are a twelfth of the sales for each
year). The geographically-consistent seasonal trends that are apparent
might cause us to reject our null hypothesis. Identifying the elements
with statistically-significant levels of variation might help us make that

choice. Fig. 4B shows the deviation of price from the yearly average
(accounting for inflation). Whilst prices rises steadily every year, this
is not the case for 2008 where prices have dropped markedly in the
final quarter, a trend not observed in Westminster.

Nesting the two temporal resolutions of year and month to pro-
duce calendar views is appropriate where we are expecting yearly and
monthly patterns. However, this may obscure other temporal patterns.
In Fig. 3B, we use an ordered squarified layout of all 108 months in
the period ordered from the left top to bottom right (compare with the
calendar views in Fig. 3A). Although both graphics show exactly the
same data, the use of $my and the associated OS layout in Fig. 3B
make the upward trend in prices and subsequent slump more apparent
as it is a continuous trend over the entire period. The result is a more
appropriate layout for research questions that relate to ongoing rather
than periodic change. The additional hierarchical level used in Fig.
3A and alternative layouts are more appropriate for comparing annual
patterns which are overshadowed by the longer term trend in the case
of this attribute. Again, interactive colour rescaling or colouring on
the basis of relative values is required to detect relative rises and falls
in different boroughs.

6.4 Geographical layouts
Spatially-ordered layouts (SP) have rectangles that are arranged ac-
cording their geographical locations. The effect of this layout can be
seen by comparing the non-spatial layout in Fig. 2A with the spatial
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Fig. 2. A: Sized-based ordering, coloured by average price: sHier(/,$br,$ty,$yr,$mn); sLayout(/,SQ); sSize(/,$sal);
sColor(/,Ø,Ø,Ø,$prc). B: Reconfigure to a spatial and temporal layout: oLayout(/,1,SP); oLayout(/,2,OS); oLayout(/,3,VT);
oLayout(/,4,HZ). C: Fix the size: oSize(/,1,FIX); oSize(/,2,FIX); oSize(/,3,FIX); oSize(/,4,FIX). D: Remove time, and
colour by deviation from expected sales: oCut(/,4); oCut(/,3); oColor(/,2,$xsl).

the hierarchy can produce layouts similar to mosaic plots (and ma-
trix diagrams if sizes are fixed). They are particularly suitable where
variables have hierarchical dependencies, such as our calendar views
(sHier($yr,$mn)).

6.3 Layouts for time-based data and questions
Temporal data can be considered as ordinal. In Fig. 1A, years are
not arranged temporally; as such, temporal trends are difficult to de-
tect. Rearranging the years into a time-based order using an ordered
space-filling layout [36] (Fig. 1B) makes the increase in annual house
price easier to detect. In Fig. 1C, we have added month to the hi-
erarchy producing calendar views coloured by the number of sales.
Seasonal variations in the numbers of sales are apparent for flats and
terraced housing, however colour rescaling (using oColorMap) or
using colour schemes that are local to individual parts of the hierarchy
are required to detect these patterns where property types have low
sales. Alternatively, colour can be used to show values as a proportion
or deviation from a baseline. Appropriate baselines include those that
reflect the values expected from hypotheses that we might then accept
or reject on the basis of the display. For example, in Fig. 4A (calendar
views), our null hypothesis is that the number of sales does not vary
monthly (expected or baseline values are a twelfth of the sales for each
year). The geographically-consistent seasonal trends that are apparent
might cause us to reject our null hypothesis. Identifying the elements
with statistically-significant levels of variation might help us make that

choice. Fig. 4B shows the deviation of price from the yearly average
(accounting for inflation). Whilst prices rises steadily every year, this
is not the case for 2008 where prices have dropped markedly in the
final quarter, a trend not observed in Westminster.

Nesting the two temporal resolutions of year and month to pro-
duce calendar views is appropriate where we are expecting yearly and
monthly patterns. However, this may obscure other temporal patterns.
In Fig. 3B, we use an ordered squarified layout of all 108 months in
the period ordered from the left top to bottom right (compare with the
calendar views in Fig. 3A). Although both graphics show exactly the
same data, the use of $my and the associated OS layout in Fig. 3B
make the upward trend in prices and subsequent slump more apparent
as it is a continuous trend over the entire period. The result is a more
appropriate layout for research questions that relate to ongoing rather
than periodic change. The additional hierarchical level used in Fig.
3A and alternative layouts are more appropriate for comparing annual
patterns which are overshadowed by the longer term trend in the case
of this attribute. Again, interactive colour rescaling or colouring on
the basis of relative values is required to detect relative rises and falls
in different boroughs.

6.4 Geographical layouts
Spatially-ordered layouts (SP) have rectangles that are arranged ac-
cording their geographical locations. The effect of this layout can be
seen by comparing the non-spatial layout in Fig. 2A with the spatial

[Slingsby et al., 2009]
D. Koop, CSCI 627/490, Fall 2023



Bromley

Lambeth

Merton

Greenwich

Kingston

Brent

W
a
n
d
s
w

o
rt

h

B
a
rn

e
t

Kensington

Croydon

Havering

Tower Hamlets

Richmond

Harrow

Hackney

Lewisham

Waltham Forest

Newham

Islington

Hammersmith

Hounslow
Southwark

Haringey

Sutton

Ealing

Redbridge

C
it
y
 o

f 
L
o
n
d
o
n

Enfield

Westminster

Hillingdon Camden

Bexley

Barking

North End

Vincent Square

Fryent

Bromley

Muswell Hill

C
re

m
o
rn

e

Whalebone

S
tr

e
a
th

a
m

 W
e
lls

St George's

Parsloes

Markhouse

Crouch End

St Dunstan's and Stepney Green

Brentford

M
e
rt

o
n
 P

a
rk

Gooshays
Chadwell Heath

Walpole

Woodside

Bensham Manor

Squirrel's Heath

C
ra

y
 V

a
lle

y
 W

e
s
t

Sidcup

S
t 
M

a
ry

's

Eltham West

Bethnal Green South

Lower Edmonton

Tudor Lambeth

Berrylands

F
ie

ld
w

a
y

Brondesbury Park

Q
u
e
e
n
s
b
u
ry

T
h
a
m

e
s
m

e
a
d
 E

a
s
t

Merton

Greenwich

Lady Margaret

Kingston

Enfield Highway

Colliers Wood

Charville

Falconwood and Welling

F
o
re

s
t

Dalston

Town

G
ro

ve

N
e
w

 A
d
d
in

g
to

n

Queensbridge

Thornton Heath

Darwin

Brent

S
o
u
th

 B
e
rm

o
n
d
s
e
y

L
o

n
g

th
o

rn
to

n
U

p
p
e
r 

E
d
m

o
n
to

n

Bruce Grove

F
o
re

s
t 
G

a
te

 S
o
u
th

Canning Town North

Whitton

Bryanston and Dorset Square

Petts Wood and Knoll

Bow East

Thurlow Park

G
ly

n
d
o
n

Pettits

S
tr

e
a
th

a
m

 H
ill

The Wrythe

Courtfield

North End

L
e
y
to

n
s
to

n
e

Bromley Town

L
im

e
h
o
u
s
e

A
s
h
b
u
rt

o
n

Greenhill

Bush Hill Park

Peckham Rye

B
e
d
d
in

g
to

n
 S

o
u
th

W
a
n
d
s
w

o
rt

h

Hackney Central

Enfield Lock

B
a
rn

e
t

Seven Kings

Dormers Wells

Garden Suburb

Fullwell

Springfield

Christchurch

C
ro

h
a
m

Trinity

V
ill

a
g
e

Junction

Custom House

Beddington North

Beverley
Wandsworth Common

Haggerston

L
o
n
g
b
ri
d
g
e

Clock House

Stonecot

Hounslow Heath

H
e
s
to

n
 E

a
s
t

Wealdstone

Welsh Harp

R
u
sh

e
y 

G
re

e
n

Underhill

Regent's Park

C
a
th

a
ll

Hoe Street

W
im

b
le

d
o
n
 P

a
rk

Downham

Hoxton

S
h
a
d
w

e
ll

Abbey

Valence

Queen's ParkGolborne

Alexandra

Brampton

Maida Vale

Preston

Sutton Central

S
a
n
d
s 

E
n
d

Bounds Green

Weavers

Northwick Park

Sydenham

Queensbury

Hale End and Highams Park

Ickenham

C
h
u
rc

h
 E

n
d

Queens Park

C
lis

so
ld

East Dulwich

Clerkenwell

Middle Park and Sutcliffe

Sutton North

St James

W
e
s
t 
H

a
m

p
s
te

a
d

Shooters Hill

Penge and Cator

Victoria

Sutton West

Clapham Common

Winchmore Hill

Highbury East

Larkhall

E
a
s
t 
In

d
ia

 a
n
d
 L

a
n
s
b
u
ry

West Hill

Stonebridge

Townfield

Barnhill

South Ruislip

South Hornchurch

Tollington

L
a
tc

h
m

e
re

Whitechapel

Kensington

Turnham Green

Dudden Hill

Yeading

H
ig

h
 S

tr
e
e
t

Wick

Hillingdon East

B
e
d
fo

n
t

W
e
s
t 
G

re
e
n

P
lu

m
s
te

a
d

Cranbrook

S
t 
K

a
th

a
ri
n
e
's

 a
n
d
 W

a
p
p
in

g

Tulse Hill

St Mark's

Warwick

T
h
e
 L

a
n
e

White Hart Lane

Tottenham Hale

Chapel End

Greenford Green

Knightsbridge and Belgravia

W
e
s
t 
F

in
c
h
le

y

St Leonard's

Croydon

Old Malden

W
a
lli

n
g
to

n
 S

o
u
th

Canons

Havering

B
o
w

 W
e
s
t

Higham Hill

Fulwell and Hampton Hill

Gospel Oak

C
a
n
n
 H

a
ll

Beckton

Pinkwell

L
a
n
c
a
s
te

r 
G

a
te

Fairlop

Leabridge

S
tr

a
tf

o
rd

 a
n

d
 N

e
w

 T
o

w
n

A
sk

e
w

Ju
b
ile

e

Lavender Fields

Woolwich Riverside

R
o
th

e
rh

it
h
e

Broad Green

Little Ilford

Newbury

Cockfosters

Noel Park

Cheam

Heston West Coombe Hill

S
o
u
th

 A
c
to

n

Oakleigh

Turkey Street

Gascoigne

West Thornton

H
yd

e
 P

a
rk

Danson Park

Erith

H
a
v
e
rs

to
c
k

Headstone North

Wallington North
Heathfield

Brownswood

Crofton Park

K
e
n
ti
s
h
 T

o
w

n

Tachbrook
W

e
s
t 
H

a
rr

o
w

Harrow Road

Cavendish

Pembridge

Crayford

West Drayton

Westbourne

P
la

is
to

w
 N

o
rt

h

L
e
a
 B

ri
d
g
e

E
a
s
t 
F

in
c
h
le

y

Hampton

Surrey Docks

E
lt
h
o
rn

e

Kenley

East Walworth

East Ham South

Hendon

Village

A
b
b
e
y

H
a
m

p
to

n
 W

ic
k

A
c
to

n
 C

e
n
tr

a
l

Uxbridge North

Thamesmead Moorings

Greenford Broadway

Plaistow and Sundridge

Heaton

Hylands

Addiscombe

Willesden Green

Coombe Vale

B
ro

m
le

y
-b

y
-B

o
w

Rainham and Wennington

H
ill

s
id

e

R
a
v
e
n
s
c
o
u
rt

 P
a
rk

Palace Riverside

Shortlands

Gipsy Hill

Woodhouse

W
o

rm
h

o
lt
 a

n
d

 W
h

it
e

 C
it
y

Mill Hill

Eltham South

Dundonald

Oval

F
e
lt
h
a
m

 N
o
rt

h

Perry Vale

D
e
 B

e
a
u
v
o
ir

Bedford

Totteridge

Northumberland Park

Ladywell

Camberwell Green

Avonmore and Brook Green

Hackney Downs

Earlsfield

S
u
d
b
u
ry

Bellingham

Peckham

H
o
u
n
s
lo

w
 C

e
n
tr

a
l

Regent's Park

New Cross

Wood Street

Endlebury

Bunhill

C
o
ld

h
a
rb

o
u
r

Coldharbour and New Eltham

Cricket Green

Heathrow Villages

William Morris

Cannon Hill

Tolworth and Hook Rise

Camden Town with Primrose Hill

West Twickenham

Uxbridge South

H
a

n
w

o
rt

h

Goresbrook

Northolt West End

Queenstown

Mayesbrook

Coulsdon East

Valley

Tower Hamlets

Rayners Lane

M
a
ry

le
b
o
n
e
 H

ig
h
 S

tr
e
e
t

Fulham Broadway

Norland

Stockwell

Upper Norwood

A
b
b
e
y 

R
o
a
d

West End

Belmont

Figge's Marsh

Chatham

Brunswick Park

R
e
d
c
lif

fe

Coppetts

Chiswick Riverside

Isleworth

G
ra

n
g
e

B
a
rn

e
h
u
rs

t

M
ile

 E
n
d
 E

a
st

E
ve

ly
n

Stoke Newington Central

Roxeth

Nightingale

St Mary's

South Richmond

Richmond

Haselbury

S
o
u
th

 C
a
m

b
e
rw

e
ll

Osterley and Spring Grove

Wandle Valley

Colville

Brompton

S
tr

e
a
th

a
m

 S
o
u
th

V
a
le

n
tin

e
s

Selsdon and Ballards

Plaistow South

Harrow on the Hill

Lewisham Central

M
ile

 E
n
d
 a

n
d
 G

lo
b
e
 T

o
w

n

Wanstead

Alibon

Chingford GreenHatch End

Kidbrooke with Hornfair

Heston Central

Pollards Hill

C
a
tf
o
rd

 S
o
u
th

E
a
s
t 
H

a
m

 C
e
n
tr

a
l

G
ra

ve
n
e
y

F
o
rt

is
 G

re
e
n B

ri
d
g
e

Southfield

St Ann's

Kelsey and Eden Park

Kenton

C
ri
p
p
le

g
a
te

Mapesbury

Hounslow West

St Mary's Park

F
in

s
b
u
ry

 P
a
rk

Hobbayne

Longlands

A
b
b
e
y
 W

o
o
d

Harrow

Hounslow South

Hackney

South Norwood

Bethnal Green North

Clayhall

E
a
rl
's

 C
o
u
rt

L
o
w

e
r 

M
o
rd

e
n

Perivale

Prince's

Sanderstead

E
a
lin

g
 C

o
m

m
o
n

Lewisham

Town

Waltham Forest

St Peter's

Munster

Cray Valley East

H
a
n
w

o
rt

h
 P

a
rk

Ferndale

Cazenove

C
a
rs

h
a
lto

n
 C

e
n
tr

a
l

R
o
x
b
o
u
rn

e

M
o
tt
in

g
h
a
m

 a
n
d
 C

h
is

le
h
u
rs

t 
N

o
rt

h

Larkswood

St Pancras and Somers Town

H
a
re

fi
e
ld

Kew

Hacton

Parsons Green and Walham

Colindale

Edmonton Green

Alexandra

Newham

Kenton East

Chessington North and Hook

Millwall

West Barnes

G
re

e
n
 S

tr
e
e
t 
W

e
s
t

Bloomsbury

Colyers

Wall End

Hale

Aldborough

N
u
n
h
e
a
d

Islington

Norbury

Royal Docks

Holborn and Covent Garden

Southall Broadway

C
a
n
te

lo
w

e
s

Green Street East

Chadwell

Hans Town

Monkhams

Swiss Cottage

G
ro

ve
 P

a
rk

C
h
a
u
ce

r

Sutton South

Hanger Hill

W
e
s
t 
H

e
n
d
o
n

Stanley

Woolwich Common

F
u
rz

e
d
o
w

n

C
le

ve
la

n
d

S
o
u
th

a
ll 

G
re

e
n

Grove Green

Belmont

North Greenford

Eastcote and East Ruislip

Childs Hill

Goodmayes

Barnes

Thamesfield

Selhurst

Barnhill

Fulham Reach

Northolt Mandeville

Twickenham Riverside

Blackwall and Cubitt Town

Chislehurst

Hammersmith

Blackfen and Lamorbey

Forest Gate North

Harold Wood

St Helier

King's Cross

L
e
sn

e
s 

A
b
b
e
y

E
a
lin

g
 B

ro
a
d
w

a
y

B
ri
x
to

n
 H

ill

C
a
rs

h
a
lto

n
 S

o
u
th

 a
n
d
 C

lo
c
k
h
o
u
s
e

Hounslow

B
e
lv

e
d
e
re

Tokyngton

Seven Sisters

East Sheen

Bishop's

Biggin Hill

B
o
tw

e
ll

West Ruislip

Barnsbury

S
n
a
re

s
b
ro

o
k

Queen's Gate

Herne Hill

H
a
in

a
u
lt

Waddon

Kilburn

Chelsfield and Pratts Bottom

Kensal Green

South Twickenham

Blendon and Penhill

Addison

Thornton

G
re

e
n
w

ic
h
 W

e
s
t

Riverside

Fortune Green

Clementswood

East Putney

Manor

Hammersmith Broadway

Golders Green

Caledonian

LeytonTottenham Green

Eltham North

Harlesden

F
in

c
h
le

y
 C

h
u
rc

h
 E

n
d

Highbury West

Fairfield

Newington

Eastbrook

Northcote

Emerson Park

Mayfield

Southwark

E
a
s
tb

u
ry

Coulsdon West

Spitalfields and Banglatown

H
a
m

 P
e
te

rs
h
a
m

 a
n
d
 R

ic
h
m

o
n
d
 R

iv
e
rs

id
e

Kilburn

Southbury

Brockley

S
h
e
p
h
e
rd

's
 B

u
s
h
 G

re
e
n

Northumberland Heath

East Acton

R
a
yn

e
s 

P
a
rk

Northwood

Ravensbury

Mawneys

Cray Meadows

St Michael's

Hayes and Coney Hall

Belsize

Brooklands

Telegraph Hill

Worcester Park

Vassall

S
t 
A

n
d
re

w
's

N
e
w

 R
iv

e
r

Campden

S
u
rb

it
o
n
 H

ill

B
o
le

yn

L
o
x
fo

rd

N
o

rt
h

fi
e

ld

Fairfield

Balham

Pinner South

H
ig

h
g
a
te

Clapham Town

Wembley Central

Heath

Haringey

Charlton

Nonsuch
S

o
u
th

g
a
te

East Ham North

Southgate Green

Northwood Hills

Royal Hospital

West Wickham

Chiswick Homefields

Hampton North

Crystal Palace

Faraday

West Ham

G
ra

ve
n
e
y

Heathfield

Orpington

Sutton

Pinner

Mortlake and Barnes Common

D
o
lli

s
 H

ill

East Wickham

Harringay

Lee Green

Chase

Palmers Green

Ealing

H
ig

h
g
a
te

Edgware

Shirley

Yiewsley

H
o
lla

n
d

Redbridge

S
t 
H

e
lie

r

Church Street

Forest Hill

C
it
y
 o

f 
L
o
n
d
o
n

Syon

B
ic

kl
e
y

Brunel

Headstone South

High Barnet

Woodside

F
e
lt
h
a
m

 W
e
s
t

Knight's Hill

P
u
rl
e
y

Roding

St Charles

W
h

it
e

fo
o

t

B
ro

m
le

y
 C

o
m

m
o
n
 a

n
d
 K

e
s
to

n

S
t 
Ja

m
e
s'

s

Frognal and Fitzjohns

Kenton West

U
p
m

in
s
te

r

Enfield

College Park and Old Oak

Stanmore Park

P
o
n
d
e
rs

 E
n
d

Bowes

C
o
p
e
rs

 C
o
p
e

B
u
rn

t 
O

a
k

Churchill

Westminster

Marlborough

St Margarets and North Twickenham

T
e
d
d
in

g
to

n

R
iv

e
r

P
e
n
in

su
la

Manor Park

Norwood Green

Canning Town South

Grange

Tooting

Becontree

Cathedrals

Harrow Weald Hatch Lane

Blackheath

King's Park

Southfields

Highlands

Shaftesbury

N
o
tt
in

g
 B

a
rn

s

C
a
n
o
n
b
u
ry

Havering Park

H
ill

ri
s
e

Barkingside

Cranham

B
a
y
s
w

a
te

r

Farnborough and Crofton

Hillingdon

T
h
a
m

e
s

Camden

R
o
m

fo
rd

 T
o
w

n

Little Venice

Bexley

Holloway

Hornsey

Norbiton

Lordship

Alperton

E
d
g
w

a
re

A
b
in

g
d
o
n

Stroud Green

B
la

c
k
h
e
a
th

 W
e
s
tc

o
m

b
e

B
ru

n
s
w

ic
k
 P

a
rk

Hampstead Town

W
e
s
t 
P

u
tn

e
y

Barking

Cranford

Chessington South

Canbury

Roehampton

Mildmay

East Barnet

L
iv

e
se

y

Village

North Richmond

C
o
lle

g
e

Elm Park

A B

Sutton

Richmond

Harrow

Bromley

Waltham Forest

Greenwich

Islington

Kensington

Haringey

Lambeth

Brent

Kingston

Westminster

Merton

Southwark

Hillingdon Camden
Barking

Hackney

Croydon

Tower Hamlets

Hounslow

Newham

Redbridge

W
a
n
d
s
w

o
rt

h

Lewisham

Havering

C
it
y
 o

f 
L
o
n
d
o
n

Bexley

Hammersmith

B
a
rn

e
t

E
a
lin

g

Enfield

K
in

g
s
to

n
H

a
m

m
e
rs

m
it
h

Harrow

Islington

Croydon

Merton

L
e
w

is
h
a
m

Camden

H
ill

in
g
d
o
n

Greenwich

Redbridge

Brent

Ealing

S
o
u
th

w
a
rk

Enfield

Haringey

Richmond

Tower Hamlets

B
a
rk

in
g

Barnet

Sutton

B
e
xl

e
y

Newham

H
a
v
e
ri
n
g

W
a
lt
h
a
m

 F
o
re

s
t

Westminster

Bromley

Hackney

City of London

Hounslow

L
a
m

b
e
th

Wandsworth

Kensington

Wandsworth

H
a
m

m
e
rs

m
it
h

BexleyHounslow

Havering

Tower Hamlets

Newham

Barking

W
a
lt
h
a
m

 F
o
re

s
t

K
in

g
s
to

n

Greenwich

Harrow

Bromley

Lewisham

Brent

Barnet

Camden

City of London

Merton

H
ill

in
g
d
o
n

L
a
m

b
e
th

S
o
u
th

w
a
rk

Sutton

Redbridge

Richmond

Haringey

Ealing Westminster

Is
lin

g
to

n

C
ro

y
d
o
n

Kensington

Hackney

Enfield

C D E

Fig. 5. Cartograms and maps. A: Rectanglar cartogram: sHier(/,$br); sLayout(/,SP); sSize(/,$sal); sColor(/,$prc). B: Hi-
erarchical rectangular cartogram: oInsert(/,2,$wd); oLayout(/,2,SP)]; oColor(/,1,Ø); oColor(/,2,$prc). C: As B, but using
absolute positioning: oCut(/,2); oLayout(/,1,SA). D: Gastner cartogram (polygon layout; sized by sales): oLayout(/,1,PG). E: Map (as
D, but using geographical shape): oSize(/,$abr). $abr is the borough area.

grid on absolute geographical space (at the $gd level) upon which ge-
ographical boundaries can be drawn.

Fixing the sizes of rectangles reduces their individual information-
carrying capacity but facilitates more consistent overall layouts. It
also reduces the cartogram effect, resulting in data of lower signif-
icance (low sales, therefore low sample sizes) being displayed with
equal prominence. The average prices shown in row 5, col 9 of Fig.
6B correspond to low sales (see corresponding cell in Fig. 6A) but
they are given more prominence in layouts where rectangles are sized
by sales. As such, this (equally valid) view of the data must be inter-
preted slightly differently – perhaps in conjunction with a version that
is coloured by the number of sales. We suggest side-by-side compari-
son or animated transition to help relate these views such as these.

Geography does not necessarily have to be at the base of the hierar-
chy. In Fig. 7, we place boroughs at the second level of the hierarchy,
apply the oSize(FIX) operator to fix the size of rectangles, remove
the final two hierarchical levels and reconfigure level 2 to map-based
layouts (Fig. 7C). This small multiple map layout allows the recognis-
able shapes of boroughs to be preserved, but at the expense of space-
efficiency and space-efficient dimensional stacking.

6.5 Layouts for nominal data
We recommend that a consistent ordering be used for nominal values.
In Figs. 2B, 2C and 2D, we consistently order flats, terrace, semi-
detached and detached types. The ordering used should be selected to
reflect some ordinal sequence to encourage comparison (unlike in Fig.
2A – see Redbridge). We have ordered these by likely floor-space.

The numbers of sales vary markedly between the property types,
resulting in some rectangles sizes (e.g. detached houses in the centre)
being too small to be easily resolvable. In Fig. 2C, we fix the size
of each rectangle (grey shows no data; there are few detached house
sales in the City of London). Fixing the rectangle size may draw more
attention to these than warranted and so these displays should be used

in conjunction with a version that is coloured by sales, either using a
fade transition or placing side-by-side (as is the case in Fig. 6).

To investigate how relative sales of different property types vary
spatially, we can form a null hypothesis that the ratio of sales between
the property types are spatially invariant. To test this hypothesis, we
use the average sales proportions of flats (49%), terraced (31%), semi-
detached (16%) and detached (4%) for the whole area to establish a
baseline and then show the deviation from this. Fig. 2D (this uses a
linear and symmetrical diverging colour scheme) shows that we can
probably reject our null hypothesis. Sales of flats are higher than the
London average in the centre (the consistent ordering ensures flats are
always in the top left), more semi-detached housing than average ex-
ists towards the periphery and no borough has the average proportion.
By modifying the hierarchy (with the oCut, oInsert and oSwap
operators), reconfiguring the layouts (oLayout and oSize), chang-
ing the colour (oColor and oColorMap) and establishing alterna-
tive baselines, alternative hypotheses can be investigated to address
different research questions.

In Fig. 7 we study the consistency of price by type, space and time,
by colouring layouts by the coefficient of variation of price. The in-
stability of colour, suggests that many of the sample sizes are too
small to give reliable estimations of price variation, but nevertheless
colour is relatively consistent by borough and different spatial pat-
terns can be detected for each property type. In Fig. 7C, we fix the
size of the rectangles, remove the temporal attributes from the hier-
archy and switch the layout to polygons. This results in small mul-
tiple choropleth maps conditioned by type (sHier(/,$ty,$br);
sLayout(/,OS,PG); sSize(/,FIX,$abr)).

7 GUIDELINES FOR USING HIERARCHICAL LAYOUTS

We propose a number of guidelines based on our observations and
experiences for using and configuring hierarchical layouts to address
research questions.

Example: HiVE System

68

A B

Fig. 6. The data are spatially reaggregated into 4km2 grid squares. Absolute geographical positioning is employed because node size is fixed
and the correct aspect ratio is used (borough boundaries shown for reference). A: Coloured by number of sales: sHier(/,$gd,$yr,$mn);
sLayout(/,SP,VT,HZ); sSize(/,FIX); sColor(/,Ø,Ø,$sal). B: Coloured by average price: oColor(/,3,$prc).
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Fig. 7. Space is at level 2 of the hierarchy. Coloured by coefficient of variation of price (grey is no sales). A: sHier(/,$ty,$br,$yr,$mn);
sLayout(/,OS,SP,VR,HZ); sSize(/,$sal); sColor(/,Ø,Ø,Ø,$vpr). B: Fix rectangle size: oSize(/,4,FIX); oSize(/,3,FIX);
oSize(/, 2,FIX); oSize(/,1,FIX). C: Choropleth maps: oCut(/,4); oCut(/,3); oLayout(/,2,PG); oSize(/,2,$abr).

1. Reconfigure conditioning hierarchies to explore the data space.
Use oCut, oInsert and oSwap to reconfigure the hierarchy to
explore variation in terms of different conditioning variables. For
example, placing $br above $ty in Fig. 7 allows geographical
variation by property type to be explored.

2. Use appropriate layouts to reveal structure in data. Experiment
with alternative layouts to explore the design space. HZ,VT
with fixed rectangle size (see 4) can produce mosaic plots, useful
where combinations of categorical variables are important. OS is
appropriate where there is a large number of values and VT/HZ
where there are fewer values and where the dimensions of the
available space allow good aspect ratios.

3. Preserve salient 1D or 2D ordering. Choose appropriate order-
ing for ordinal, temporal and spatial variables for each hierar-
chical level in response to research questions and order nominal
variable values consistently.

4. Fix rectangle size at appropriate hierarchical levels to produce
consistent layouts with small-multiple-like properties. The re-
sulting juxtaposed graphical elements with shared layout char-
acteristics can facilitate the side-by-side comparison of graphics,
minimising the work required of the eye and brain.

5. Scale colour to data-ranges to different parts of the hierarchy
to explore local and global patterns. Scaling to data-ranges in
localised parts of the hierarchy (e.g. by year in Fig. 4) addresses
research questions based on localised variation, whereas scaling
to the entire data-ranges draws attention to more global patterns.

6. Condition datasets by attributes of different granularities at ad-

jacent levels of the hierarchy. In the case of time, this allows
us to consider the effects of cyclical temporal patterns (e.g.
$yr,$mn). In the case of space this draws attention to the ef-
fects of spatial resolution and scale.

7. Condition by different aggregations of time and space. This helps
explore the effects of modifiable units on patterns in the data.

8. Reaggregate spatial data to equally-sized grid cells and fix rect-
angle size. This can produce consistent small-multiple-like ar-
rangements (see 4) that retain the properties of the original ge-
ographical coordinate space (e.g. Fig. 6) and can be used to ad-
dress research questions that relate to geographic variation in ab-
solute geographical space.

9. Use dynamic techniques to relate these various states. For exam-
ple, use highlighting to show items across hierarchy and brush-
ing for details-on-demand. Smooth transitions between layouts
can to help reduce cognitive load when relating these.

8 FURTHER AND ONGOING WORK

Although our examples and notation have focussed on space-filling
rectangular layouts, the concepts are applicable to other types of lay-
out as illustrated by our introductory example and our use of some
non-rectangular layouts. HiVE was developed so that we could be
systematic in describing configurations and reconfigurations in layouts
and so we could describe and build interfaces for collaborative visu-
alisation. We are extending this so that it can encode a broader set of
hierarchical layouts that use dimensional stacking by adding states and
operators to represent a wider range of visual variables. For example,

[Slingsby et al., 2009]
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