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Visual Encoding
• How do we encode data visually? 
- Marks are the basic graphical elements in a visualization 
- Channels are ways to control the appearance of the marks 

• Marks classified by dimensionality: 

• Also can have surfaces, volumes 
• Think of marks as a mathematical definition, or if familiar with tools like Adobe 

Illustrator or Inkscape, the path & point definitions
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Channel Types
• Identity => what or where, Magnitude => how much
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Expressiveness and Effectiveness
• Expressiveness Principle: all data from the dataset and nothing more should 

be shown 
- Do encode ordered data in an ordered fashion 
- Don’t encode categorical data in a way that implies an ordering 

• Effectiveness Principle: the most important attributes should be the most 
salient 

- Saliency: how noticeable something is 
- How do the channels we have discussed measure up?
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How was this determined?
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Positions

Rectangular 
areas 

(aligned or in a 
treemap)

Angles

Circular 
areas

Cleveland & McGill’s  Results

Crowdsourced Results

1.0 3.01.5 2.52.0
Log Error

1.0 3.01.5 2.52.0
Log Error

Perception Studies Summary
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Assignment 3
• Computer Science Graduates Data 
• Create same stacked bar chart using 
- Tableau Public 
- Observable Plot 
- D3 

• D3 Stacked Bar Chart: 
- Required for CSCI 627 students 
- CSCI 490 students can just do 

counts
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https://faculty.cs.niu.edu/~dakoop/cs627-2024fa/assignment3.html


Midterm
• Monday, October 14, 2024 
• Format: 
- In Person, Pen(-cil) & Paper 
- Multiple Choice 
- Free Response (often multi-part) 
- CS 627 students will have extra questions related to the research papers 

discussed

9D. Koop, CSCI 627/490, Fall 2024

https://faculty.cs.niu.edu/~dakoop/cs627-2024fa/midterm.html


Psychophysics
• How do we perceive changes in stimuli 
• The Psychophysical Power Law [Stevens, 

1975]: All sensory channels follow a power 
function based on stimulus intensity (S = In) 

• Length is fairly accurate 
• Magnified vs. compressed sensations
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PythonSource

vtkDataSetReader

vtkDataSetMapper

vtkActor
vtkLODActor

vtkRenderer

VTKCell

vtkScalarBarActor

vtkColorTransferFunction
vtkLookupTable

vtkImageClip
vtkImageDataGeometryFilter

vtkImageResample
vtkImageReslice
vtkWarpScalar

PythonSource
vtkElevationFilter
vtkOutlineFilter

vtkPolyDataMapper

vtkActor

vtkProperty

vtkCubeAxesActor2D

vtkCamera

File

vtkPolyDataNormals

Discriminability
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[Koop et al., 2013]
D. Koop, CSCI 627/490, Fall 2024

• Width encodes count of number 
of networks with a particular link. 

• What is problematic here?



Discriminability
• Can someone tell the difference? 
• How many values (bins) can be used so that a person can tell the difference? 
• Example: Line width 
- Matching a particular width with a legend 
- Comparing two widths
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Separability
• Cannot treat all channels as independent! 
• Separable means each individual channel can be distinguished 
• Integral means the channels are perceived together 
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interference

Major interference



Separable or Integral?
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http://magazine.good.is/infographics/america-s-richest-counties-and-best-educated-counties


Separable or Integral?
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[GOOD]
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http://magazine.good.is/infographics/america-s-richest-counties-and-best-educated-counties


Visual Popout
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[C. G. Healey]
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http://www.csc.ncsu.edu/faculty/healey/PP/


Visual Popout: Parallel Lines Require Search…
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[Munzner (ill. Maguire), 2014]



Visual Popout: Parallel Lines Require Search…
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[Munzner (ill. Maguire), 2014]



Relative vs. Absolute Judgments
• Weber’s Law: 
- We judge based on relative (%-based) not absolute differences 
- The amount of perceived difference is relative to the object’s magnitude!
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Luminance Perception

19

[E. H. Adelson, 1995]
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http://web.mit.edu/persci/people/adelson/checkershadow_illusion.html


Luminance Perception
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http://web.mit.edu/persci/people/adelson/checkershadow_illusion.html


Tableau Example
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https://public.tableau.com/app/profile/david.koop/viz/ProduceCS627/Sheet1#1


Observable Plot Example
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https://observablehq.com/d/7fefa35988ba9ecc
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Visualizing Tabular Data

D. Koop, CSCI 627/490, Fall 2024



Tables
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Tables

Attributes (columns)

Items 
(rows)

Cell containing value

Networks

Link

Node 
(item)

Trees

Fields (Continuous)

Attributes (columns)

Value in cell

Cell

Multidimensional Table

Value in cell

Grid of positions

Geometry (Spatial)

Position

Dataset Types

Visualization of Tables
• Items and attributes 
• For now, attributes are not known to be 

positions 
• Keys and values 
- key is an independent attribute that is 

unique and identifies item 
- value tells some aspect of an item 

• Keys: categorical/ordinal 
• Values: categorical/ordinal/quantitative 
• Levels: unique values of categorical or 

ordered attributes
25
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Arrange Tables

Express Values

Separate, Order, Align Regions

Axis Orientation

Layout Density

Dense Space-Filling

Separate Order Align

1 Key 2  Keys 3 Keys Many Keys
List Recursive SubdivisionVolumeMatrix

Rectilinear Parallel Radial

Arrange Tables
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Arrange Tables

Express Values

Separate, Order, Align Regions

Axis Orientation

Layout Density

Dense Space-Filling

Separate Order Align

1 Key 2  Keys 3 Keys Many Keys
List Recursive SubdivisionVolumeMatrix

Rectilinear Parallel Radial
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Express Values: Scatterplots
• Data: two quantitative values 
• Task: find trends, clusters, outliers 
• How: marks at spatial position in horizontal 

and vertical directions 

• Correlation: dependence between two 
attributes 

- Positive and negative correlation 
- Indicated by lines 

• Coordinate system (axes) and labels are 
important!
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variability decreases with sample size. But on the log-log scale, Figure 2(b), there is a clear
pattern. This is particularly easy to see the pattern when we add the line of best fit from a
robust linear model.

R> ggplot(data = devi, aes(x = n, y = dist) + geom_point()

R>

R> last_plot() +

R> scale_x_log10() +

R> scale_y_log10() +

R> geom_smooth(method = "rlm", se = F)
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(a) Linear scales
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(b) Log scales

Figure 2: (a) Plot of n vs deviation. Variability of deviation is dominated by sample size: small
samples have large variability. (b) Log-log plot makes it easy to see the pattern of variation as well as
unusually high values. The blue line is a robust line of best fit.

We are interested in points that have high y-values, relative to their x-neighbours. Controlling
for the number of deaths, these points represent the diseases which depart the most from the
overall pattern.

To find these unusual points, we fit a robust linear model and plot the residuals, Figure 3.
The plot shows an empty region around a residual of 1.5. So somewhat arbitrarily, we’ll select
those diseases with a residual greater than 1.5. We do this in two steps: first, we select the
appropriate rows from devi (one row per disease), and then we find the matching temporal
course information from the original summary dataset (24 rows per disease).

R> devi$resid <- resid(rlm(log(dist) ~ log(n), data = devi))

R> unusual <- subset(devi, resid > 1.5)

R> hod_unusual <- match_df(hod2, unusual)

Coordinate Systems

28
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variability decreases with sample size. But on the log-log scale, Figure 2(b), there is a clear
pattern. This is particularly easy to see the pattern when we add the line of best fit from a
robust linear model.

R> ggplot(data = devi, aes(x = n, y = dist) + geom_point()

R>

R> last_plot() +

R> scale_x_log10() +

R> scale_y_log10() +

R> geom_smooth(method = "rlm", se = F)
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(a) Linear scales
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Figure 2: (a) Plot of n vs deviation. Variability of deviation is dominated by sample size: small
samples have large variability. (b) Log-log plot makes it easy to see the pattern of variation as well as
unusually high values. The blue line is a robust line of best fit.

We are interested in points that have high y-values, relative to their x-neighbours. Controlling
for the number of deaths, these points represent the diseases which depart the most from the
overall pattern.

To find these unusual points, we fit a robust linear model and plot the residuals, Figure 3.
The plot shows an empty region around a residual of 1.5. So somewhat arbitrarily, we’ll select
those diseases with a residual greater than 1.5. We do this in two steps: first, we select the
appropriate rows from devi (one row per disease), and then we find the matching temporal
course information from the original summary dataset (24 rows per disease).

R> devi$resid <- resid(rlm(log(dist) ~ log(n), data = devi))

R> unusual <- subset(devi, resid > 1.5)

R> hod_unusual <- match_df(hod2, unusual)

Coordinate Systems
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variability decreases with sample size. But on the log-log scale, Figure 2(b), there is a clear
pattern. This is particularly easy to see the pattern when we add the line of best fit from a
robust linear model.

R> ggplot(data = devi, aes(x = n, y = dist) + geom_point()

R>

R> last_plot() +

R> scale_x_log10() +

R> scale_y_log10() +

R> geom_smooth(method = "rlm", se = F)
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Figure 2: (a) Plot of n vs deviation. Variability of deviation is dominated by sample size: small
samples have large variability. (b) Log-log plot makes it easy to see the pattern of variation as well as
unusually high values. The blue line is a robust line of best fit.

We are interested in points that have high y-values, relative to their x-neighbours. Controlling
for the number of deaths, these points represent the diseases which depart the most from the
overall pattern.

To find these unusual points, we fit a robust linear model and plot the residuals, Figure 3.
The plot shows an empty region around a residual of 1.5. So somewhat arbitrarily, we’ll select
those diseases with a residual greater than 1.5. We do this in two steps: first, we select the
appropriate rows from devi (one row per disease), and then we find the matching temporal
course information from the original summary dataset (24 rows per disease).

R> devi$resid <- resid(rlm(log(dist) ~ log(n), data = devi))

R> unusual <- subset(devi, resid > 1.5)

R> hod_unusual <- match_df(hod2, unusual)

[Wickham, 2014]
D. Koop, CSCI 627/490, Fall 2024
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[Gapminder, Wealth & Health of Nations]
D. Koop, CSCI 627/490, Fall 2024

https://www.gapminder.org/tools/#_chart-type=bubbles


Scatterplot
• Data: two quantitative values 
• Task: find trends, clusters, outliers 
• How: marks at spatial position in horizontal and vertical directions 
• Scalability: hundreds of items 

• "Ranking Visualizations of Correlation Using Weber’s Law", 2014: 
- Correlation perception can be modeled via Weber’s Law 
- Scatterplots are one of the best visualizations for both positive and negative 

correlation 
- Further analysis: M. Kay and J. Heer, "Beyond Weber's Law", 2015

30D. Koop, CSCI 627/490, Fall 2024

http://www.cs.tufts.edu/~remco/publications/2014/InfoVis2014-JND.pdf
https://idl.cs.washington.edu/files/2015-BeyondWebersLaw-InfoVis.pdf


Separate, Order, and Align: Categorical Regions
• Categorical: =, != 
• Spatial position can be used for categorical attributes 
• Use regions, distinct contiguous bounded areas, to encode categorical 

attributes 
• Three operations on the regions: 
- Separate (use categorical attribute) 
- Align 
- Order 

• Alignment and order can use same or different attribute

31D. Koop, CSCI 627/490, Fall 2024

(use some other ordered attribute)



List Alignment: Bar Charts
• Data: one quantitative attribute, one 

categorical attribute 
• Task: lookup & compare values 
• How: line marks, vertical position 

(quantitative), horizontal position (categorical) 
• What about length? 
• Ordering criteria: alphabetical or using 

quantitative attribute 
• Scalability: distinguishability 
- bars at least one pixel wide 
- hundreds
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[Munzner (ill. Maguire), 2014]
D. Koop, CSCI 627/490, Fall 2024
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