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Attribute Filtering on Star Plots
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Aggregation: Histograms
• Very similar to bar charts 
• Often shown without space between 

(continuity) 
• Choice of number of bins  
- Important! 
- Viewers may infer different trends based on 

the layout
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Binning
• 2D Histogram is a histogram in 2D encoded using color instead of height 
• Hexbin advantages: 
- Bins are more circular so distance to the edge is not as variable 
- More efficient aggregation around the center of the bin

6D. Koop, CSCI 627/490, Fall 2022
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Spatial Aggregation
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Modifiable Areal Unit Problem
• How you draw boundaries impacts the type 

of aggregation you get 
• Similar to bins in histograms 
• Gerrymandering
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[Wonkblog, Washington Post, Adapted from S. Nass]
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Pennsylvania-7

http://www.washingtonpost.com/blogs/wonkblog/wp/2015/03/01/this-is-the-best-explanation-of-gerrymandering-you-will-ever-see/


Congressional districts drawn to be compact while trying to respect county
borders

How often we'd expect a party to win each of the nation’s 435 seats over the long term — not
specifically the 2018 midterms — based on historical patterns since 2006

CHANCE OF BEING REPRESENTED BY
EITHER PARTY

100% D 100% R

Drawing Different Maps: Compactness
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EXPECTED SEAT SPLIT

MAP USUALLY DEM. DISTRICTS HIGHLY COMPETITIVE USUALLY REPUBLICAN DEM. GOP

Democratic
gerrymander 250.6 184.4

Proportionally
partisan 214.0 221.0

Majority
minority 209.8 225.2

Highly
competitive 209.4 225.6

Compact
(borders) 203.9 231.1

Compact
(algorithmic) 202.8 232.2

Current 200.6 234.4

Republican
gerrymander 171.3 263.7

263 27 145

174 82 179

169 82 184

94 242 99

155 99 181

151 104 180

168 72 195

139 21 275

Drawing Different Maps
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Boxplots
• Show distribution 
• Single value (e.g. mean, max, min, quartiles) 

doesn't convey everything 
• Created by John Tukey  
• Show spread and skew of data 
• Best for unimodal data 
• Variations like vase plot for multimodal data 
• Aggregation here involves many different 

marks
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Aggregation: Boxplots
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! 2 

The first sample comprises the normal scores for a sample of this size, scaled to range 
from 1.0 to 19.0. Sample 2 is a mixture of two identical symmetric clusters of data 
each of size 49 and centered at 7.4 and 12.6, respectively, together with isolated 
values at the ends of the range. Sample 3 is a mixture of 70 values spaced evenly over 
the range, 15 values at 9.5, and 15 values at 10.5. Sample 4 comprises a value at 1.0, 
24 values at 7.4, 50 approximately evenly spaced values ranging from 7.4 to 12.6, and 
25 approximately evenly spaced values ranging from 12.6 to 19.0.  

 
Figure 1: Histograms and box plot: four samples each of size 100 

In an attempt to improve the box plot to show shape information, Benjamini (1988) 
suggested a “histplot”, obtained by varying the width of the box according to the 
density of the data at the median and quartiles, where these densities are estimated 
from a histogram with a small number of bins. Benjamini (1988) also suggested a 
variation called a “vase plot”, in which the linear segments in the histplot are replaced 
by smooth curves based on a kernel density estimate. Hintze and Nelson (1998) 
suggested a further modification called a “violin plot”, which is essentially the same 
as the vase plot, except that it extends to cover the whole range of the data. 

While these methods provide informative and useful displays, in essence they just 
replace the box plot by a kind of histogram, rather than modifying it. The problem 
remains to choose the extent of smoothing, which in turn should depend on the 
sample size.!The box plot has become popular largely because of its simplicity. This 
raises the question: Is there a simple modification of the box plot that provides better 
information about the shape of the distribution, especially bimodality? 

!

Four Distributions, Same Boxplot…
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Project Design
• Feedback: 
- Data Manipulation? 
- Questions lead, not technique! 
- Be creative! (interaction too) https://xeno.graphics 

• Work on turning your visualization ideas into designs 
• Turn in: 
- Two Design Sketches (like sheets 2-4 from 5 Sheet Design) 
- One Bad Design Sketch (like sheets 2-4: here, justify why bad) 
- Progress on Implementation 

• Due next Wednesday

14D. Koop, CSCI 627/490, Fall 2022

https://xeno.graphics


Assignment 5
• Focus on Multiple Views and Interaction  
• Soon…

15D. Koop, CSCI 627/490, Fall 2022



No Class Tuesday
• Vote!
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View Source

Tweet    Like 15 Share

7 Comments Byte Muse  Login!1

 Share⤤ Sort by Best

Join the discussion…

 • Reply •

Gurupad Hegde • 3 years ago

Awesome! Please post more such stuff! :)
 1

 • Reply •

Chris Polis   • 3 years agoMod > Gurupad Hegde

Thank you - I'm definitely going to keep posting more so stay tuned! I try to build a new
post every week or two and my focus lately has been on ML and visualization.

 2

 • Reply •

Karl • 2 years ago

Which visualization library did you use or is it custom!

 Recommend$

Share ›

Share ›

Share ›

K-Means
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http://www.bytemuse.com/post/k-means-clustering-visualization/


K-Means Issues
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[D. Robinson, 2015]
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Dimensionality Reduction
• Attribute Aggregation: Use fewer attributes (dimensions) to represent items 
• Combine attributes in a way that is more instructive than examining each 

individual attribute 
• Example: Understanding the language in a collection of books 
- Count the occurrence of each non-common word in each book 
- Huge set of features (attributes), want to represent each with an aggregate 

feature (e.g. high use of "cowboy", lower use of "city") that allows clustering 
(e.g. "western") 

- Don't want to have to manually determine such rules 
• Techniques: Principle Component Analysis, Multidimensional Scaling family of 

techniques

19D. Koop, CSCI 627/490, Fall 2022
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Principle Component Analysis (PCA)
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Back

Principal Component
Analysis
Explained Visually

Tweet  Like 1.3K Share

By Victor Powell

with text by Lewis Lehe

Principal component analysis (PCA) is a technique used to emphasize variation and bring out strong patterns in a dataset. It's often
used to make data easy to explore and visualize.

2D example2D example

First, consider a dataset in only two dimensions, like (height, weight). This dataset can be plotted as points in a plane. But if we want
to tease out variation, PCA finds a new coordinate system in which every point has a new (x,y) value. The axes don't actually mean
anything physical; they're combinations of height and weight called "principal components" that are chosen to give one axes lots of
variation.

Drag the points around in the following visualization to see PC coordinate system adjusts.
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17 dimensions to 2
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Here's the plot of the data along the first principal component. Already we can see something is different about Northern Ireland.
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pc1

EnglandWales Scotland N Ireland

Now, see the first and second principal components, we see Northern Ireland a major outlier. Once we go back and look at the data
in the table, this makes sense: the Northern Irish eat way more grams of fresh potatoes and way fewer of fresh fruits, cheese, fish
and alcoholic drinks. It's a good sign that structure we've visualized reflects a big fact of real-world geography: Northern Ireland is
the only of the four countries not on the island of Great Britain. (If you're confused about the differences among England, the UK
and Great Britain, see: this video.)
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For more explanations, visit the Explained Visually project homepage.

Or subscribe to our mailing list.
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original data space X component space Z

Φgen : Z → X

Φextr : X → Z

Non-linear Dimensionality Reduction
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results very close to zero, and the regularity should be
visually apparent in the layout. For shuttle, where the
true dimensionality is conjectured to be slightly greater than
the embedding dimension, both the global structure and the
local proximity of the data may be important, but neither
can be reconstructed without some distortion. However,
some cluster structure can be distinguished. For docs,
because the true dimensionality is believed to be at least an
order of magnitude greater than the embedding dimension,
the global relationships between points are less important
and potentially misleading. Again, the local cluster relation-
ships and their distinguishability from each other should be
emphasized.

5.2.2 Layout Quality

Fig. 8 shows the visual quality, normalized stress, and
timing of Glimmer, Hybrid, and PivotMDS layouts on four
data sets with known structure. In the case of grid, the
correct shape is known. In the other three cases, the correct
partitions of the points into clusters are available with these
benchmark data sets, so the extent to which the color coding
matches the spatial grouping created by an algorithm is a
measure of its accuracy.

Qualitatively, with cancer, the Glimmer and PivotMDS
algorithms indicate these two color-coded groups clearly

with spatial position. Quantitatively, the stress of Glimmer
is an order of magnitude lower than that of PivotMDS.
Hybrid does separate the two groups but produces
misleading subclusters in the orange group.

With shuttle_big, Hybrid produces a readable layout
separating the red cluster from the other two but is slower
by several hundred percent. Glimmer and PivotMDS both
produce useful and qualitatively comparable layouts
separating the clusters. The PivotMDS layout is twice as
fast but has noticeable occlusion and much higher stress
than the Glimmer layout.

The 10,000-point grid is accurately embedded by
Glimmer and PivotMDS in comparable times. Hybrid is
again slower but nevertheless terminated too soon, suffer-
ing from very noticeable qualitative distortion and with a
much higher quantitative stress metric compared to that of
the other layouts.

The Glimmer layout of the docs data set is qualitatively
better than the other three. It shows several spatially
distinguishable clusters, color coded by blue, red, orange,
and green. The green cluster is split into three parts. It took
approximately 2 seconds with normalized stress of 0.157.
Hybrid suffers from cluster occlusion. The stress is nearly
twice as high as that of Glimmer, and the spatial embedding
does not clearly separate any of the given clusters.
PivotMDS is very fast but almost completely fails to show

INGRAM ET AL.: GLIMMER: MULTILEVEL MDS ON THE GPU 257

Fig. 8. MDS layouts showing visual quality, time, and stress for the Glimmer, Hybrid, and PivotMDS algorithms. The data set name, the number of
nodes (N), and the number of dimensions (D) appear above each column. Time in seconds appears at the bottom left of each entry, with normalized
stress on the bottom right.

Dimensionality Reduction in Visualization
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Probing Projections: Interaction Techniques for Interpreting
Arrangements and Errors of Dimensionality Reductions

Julian Stahnke, Marian Dörk, Boris Müller, and Andreas Thom

Abstract—We introduce a set of integrated interaction techniques to interpret and interrogate dimensionality-reduced data. Projection
techniques generally aim to make a high-dimensional information space visible in form of a planar layout. However, the meaning of
the resulting data projections can be hard to grasp. It is seldom clear why elements are placed far apart or close together and
the inevitable approximation errors of any projection technique are not exposed to the viewer. Previous research on dimensionality
reduction focuses on the efficient generation of data projections, interactive customisation of the model, and comparison of different
projection techniques. There has been only little research on how the visualization resulting from data projection is interacted with.
We contribute the concept of probing as an integrated approach to interpreting the meaning and quality of visualizations and propose
a set of interactive methods to examine dimensionality-reduced data as well as the projection itself. The methods let viewers
see approximation errors, question the positioning of elements, compare them to each other, and visualize the influence of data
dimensions on the projection space. We created a web-based system implementing these methods, and report on findings from an
evaluation with data analysts using the prototype to examine multidimensional datasets.

Index Terms—Information visualization, interactivity, dimensionality reduction, multidimensional scaling.

1 INTRODUCTION

A primary goal of information visualization is to find patterns and
relationships in multivariate datasets. Many visualization techniques
have been developed towards this goal such as multiple coordinated
views [2], parallel coordinates [14], scatterplot matrices [28], and
dimensionality reductions such as multidimensional scaling (MDS)
and principal component analysis (PCA) [5]. Dimensionality re-

• Julian Stahnke, Marian Dörk, Boris Müller and Andreas Thom are with
Potsdam University of Applied Sciences, e-mail: hello@julianstahnke.com
and {doerk, boris.mueller, andreas.thom}@fh-potsdam.de

Manuscript received 31 Mar. 2015; accepted 1 Aug. 2015; date of publication
xx Aug. 2015; date of current version 25 Oct. 2015.
For information on obtaining reprints of this article, please send
e-mail to: tvcg@computer.org.

ductions are a particular class of techniques that synthesise high-
dimensional data spaces onto projection spaces with much fewer
dimensions, typically the two dimensions of the plane. While most
visualization techniques juxtapose the different data dimensions as
matrices or columns, dimensionality reductions integrate them into a
planar canvas. The projection results in a so-called spatialisation (i.e.,
embedding) of data elements that approximately represents similarity
as proximity and in turn dissimilarity as distance. Considering that
the human perceptional system comprises a well-developed capacity
for spatial reasoning, the assumption is that spatialisation would
be a more natural way [31] to analyse high-dimensional datasets
since groupings, separations, and other patterns among data elements
become immediately discernible.

However, there are two major caveats linked with dimensionality
reduction: first, it can be challenging to interpret the positions of
projected elements, and second, the errors that occur with any pro-

Probing Projections
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[J. Stahnke et al., 2015]
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http://julianstahnke.com/probing-projections/


Probing Projection Goals
• Examining the Projection 
• Exploring the Data 
• Design Goals: 
- Show and correct approximation errors 
- Allow for multi-level comparisons 
- Spatial orientation 
- Consistent design 

• Allow grouping of samples 
- Selections 
- Classes 
- Clusters

27
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Fig. 2. A tooltip displays the sample’s absolute values, standard
deviations, and graphical representations for each dimension.

dots on the projection and drawing a convex hull around them.
Clusters can also be saved and named as selections.

All of these groupings are displayed as panels in the sidebar. Each
selection, cluster, or class is displayed with a thumbnail of its spatial
distribution, providing a quick visual way of locating the relevant
points in the projection. Some additional information, such as the
name or the number of samples, is displayed below the thumbnail.
Furthermore, hovering over a grouping’s thumbnail displays small
density plots in the list of dimensions, as well as a text-based preview
of the most deviating dimensions per group.

On the projection, these groupings are coded by colour, with the
user being able to switch between displaying classes, selections, or
clusters using the respective eye icon.

4.3 Comparing elements

Elements can be analysed by viewing their values and comparing them
to the dataset in general, or to other selections in particular. Even
a single sample is never analysed in isolation; its values only make
sense when compared to the rest of the dataset (see Figure 2).

Analysing a single sample is done by hovering the mouse pointer
over a dot on the projection. The values for the corresponding sample
are indicated in the list of dimensions. Additionally, a tooltip appears,
showing the values for the various dimensions, and their standard
deviations. They are displayed in text form for accuracy, as well as
in a graphical representation for quick comprehension. The deviations
from the mean are displayed as bar charts, with density plots of the
whole dataset in the background to provide additional context. The
colours of the bars reflect the deviation as well, either in red or blue,
and with increasing saturation for higher deviations. If there are too
many dimensions to display at once, only the dimensions are shown,
in which the sample deviates most. An individual sample can also
be compared to other samples by selecting it and hovering over other
samples. A tooltip will appear and visualise the differences.

Analysing groups works similarly. When selecting a group of
samples, density plots for them are shown in the list of dimensions,
comparing the selection to the dataset. A tooltip comparison is
displayed as well. Because there is no single value for the dimensions,
the means are used instead. The graphical representation also takes
this into account, showing a density plot instead of a bar. As shown
in Figure 3, groupings can also be compared to each other, displaying
density plots for each of them. The methods for comparing samples
and groups work together, making it possible to compare a sample to
multiple clusters to e.g. find out which of them it should belong to.

4.4 Analysing dimensions

It is important to be able to quickly reference original dimensions
when analysing a dimensionality-reduced projection. Two things
matter in this regard: the spatial distribution of values in the projection
to account for clustering of the data, and the distribution of values in
the dimension itself to see how elements compare to other elements

Fig. 3. After selecting one group of samples, hovering over another
group shows a tooltip that compares these groups (here selections).

within an individual dimension. For this purpose the interface features
dynamic heatmaps in the projection and density plots in the sidebar.

4.4.1 Heatmaps
Projections created with most dimensionality-reduction techniques,
such as MDS, have no meaningful axes, complicating spatial orien-
tation because dimensional values are distributed nonlinearly. Yet, in
order to assign meaning to clustering and find correlations between
dimensions, it is important to know how those values correspond with
the positioning of the dots. (For some techniques, such as PCA,
the contribution of each original dimension can be mapped to the
projected dimensions. It would then be possible to display this as a
biplot, creating meaningful axes.)

One solution is to use a glyph plot, with the dots themselves being
used to represent an additional dimension, for example by varying
their size according to the values. This technique is available in the
prototype and can be used to visualise a dimension spatially. Where
dot size can only show the value distribution for the actual samples,
the projection space can also be used to answer a more theoretical
question: what values would a fictive sample have to have to be
projected to a certain spot? Or, phrased differently: what are the
interpolated values for the projection space? We used a heatmap to
try to answer this question.

Fig. 4. Hovering over a dimension in the sidebar displays its distribution
as a heatmap in the projection on the left.

The heatmap is a grid of cells each representing the value for a
certain dimension at its position, with higher values being darker.
Brightness is used to avoid confusion with the group colours. This
allows to visually assess the value distribution for a given dimension,
with smooth transitions between zones. All heatmaps are also shown
as thumbnails in the list of dimensions, and on the projection itself

Tooltips with statistics
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Fig. 2. A tooltip displays the sample’s absolute values, standard
deviations, and graphical representations for each dimension.

dots on the projection and drawing a convex hull around them.
Clusters can also be saved and named as selections.

All of these groupings are displayed as panels in the sidebar. Each
selection, cluster, or class is displayed with a thumbnail of its spatial
distribution, providing a quick visual way of locating the relevant
points in the projection. Some additional information, such as the
name or the number of samples, is displayed below the thumbnail.
Furthermore, hovering over a grouping’s thumbnail displays small
density plots in the list of dimensions, as well as a text-based preview
of the most deviating dimensions per group.

On the projection, these groupings are coded by colour, with the
user being able to switch between displaying classes, selections, or
clusters using the respective eye icon.

4.3 Comparing elements

Elements can be analysed by viewing their values and comparing them
to the dataset in general, or to other selections in particular. Even
a single sample is never analysed in isolation; its values only make
sense when compared to the rest of the dataset (see Figure 2).

Analysing a single sample is done by hovering the mouse pointer
over a dot on the projection. The values for the corresponding sample
are indicated in the list of dimensions. Additionally, a tooltip appears,
showing the values for the various dimensions, and their standard
deviations. They are displayed in text form for accuracy, as well as
in a graphical representation for quick comprehension. The deviations
from the mean are displayed as bar charts, with density plots of the
whole dataset in the background to provide additional context. The
colours of the bars reflect the deviation as well, either in red or blue,
and with increasing saturation for higher deviations. If there are too
many dimensions to display at once, only the dimensions are shown,
in which the sample deviates most. An individual sample can also
be compared to other samples by selecting it and hovering over other
samples. A tooltip will appear and visualise the differences.

Analysing groups works similarly. When selecting a group of
samples, density plots for them are shown in the list of dimensions,
comparing the selection to the dataset. A tooltip comparison is
displayed as well. Because there is no single value for the dimensions,
the means are used instead. The graphical representation also takes
this into account, showing a density plot instead of a bar. As shown
in Figure 3, groupings can also be compared to each other, displaying
density plots for each of them. The methods for comparing samples
and groups work together, making it possible to compare a sample to
multiple clusters to e.g. find out which of them it should belong to.

4.4 Analysing dimensions

It is important to be able to quickly reference original dimensions
when analysing a dimensionality-reduced projection. Two things
matter in this regard: the spatial distribution of values in the projection
to account for clustering of the data, and the distribution of values in
the dimension itself to see how elements compare to other elements

Fig. 3. After selecting one group of samples, hovering over another
group shows a tooltip that compares these groups (here selections).

within an individual dimension. For this purpose the interface features
dynamic heatmaps in the projection and density plots in the sidebar.

4.4.1 Heatmaps
Projections created with most dimensionality-reduction techniques,
such as MDS, have no meaningful axes, complicating spatial orien-
tation because dimensional values are distributed nonlinearly. Yet, in
order to assign meaning to clustering and find correlations between
dimensions, it is important to know how those values correspond with
the positioning of the dots. (For some techniques, such as PCA,
the contribution of each original dimension can be mapped to the
projected dimensions. It would then be possible to display this as a
biplot, creating meaningful axes.)

One solution is to use a glyph plot, with the dots themselves being
used to represent an additional dimension, for example by varying
their size according to the values. This technique is available in the
prototype and can be used to visualise a dimension spatially. Where
dot size can only show the value distribution for the actual samples,
the projection space can also be used to answer a more theoretical
question: what values would a fictive sample have to have to be
projected to a certain spot? Or, phrased differently: what are the
interpolated values for the projection space? We used a heatmap to
try to answer this question.

Fig. 4. Hovering over a dimension in the sidebar displays its distribution
as a heatmap in the projection on the left.

The heatmap is a grid of cells each representing the value for a
certain dimension at its position, with higher values being darker.
Brightness is used to avoid confusion with the group colours. This
allows to visually assess the value distribution for a given dimension,
with smooth transitions between zones. All heatmaps are also shown
as thumbnails in the list of dimensions, and on the projection itself

Comparing Two Groups
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Fig. 2. A tooltip displays the sample’s absolute values, standard
deviations, and graphical representations for each dimension.

dots on the projection and drawing a convex hull around them.
Clusters can also be saved and named as selections.

All of these groupings are displayed as panels in the sidebar. Each
selection, cluster, or class is displayed with a thumbnail of its spatial
distribution, providing a quick visual way of locating the relevant
points in the projection. Some additional information, such as the
name or the number of samples, is displayed below the thumbnail.
Furthermore, hovering over a grouping’s thumbnail displays small
density plots in the list of dimensions, as well as a text-based preview
of the most deviating dimensions per group.

On the projection, these groupings are coded by colour, with the
user being able to switch between displaying classes, selections, or
clusters using the respective eye icon.

4.3 Comparing elements

Elements can be analysed by viewing their values and comparing them
to the dataset in general, or to other selections in particular. Even
a single sample is never analysed in isolation; its values only make
sense when compared to the rest of the dataset (see Figure 2).

Analysing a single sample is done by hovering the mouse pointer
over a dot on the projection. The values for the corresponding sample
are indicated in the list of dimensions. Additionally, a tooltip appears,
showing the values for the various dimensions, and their standard
deviations. They are displayed in text form for accuracy, as well as
in a graphical representation for quick comprehension. The deviations
from the mean are displayed as bar charts, with density plots of the
whole dataset in the background to provide additional context. The
colours of the bars reflect the deviation as well, either in red or blue,
and with increasing saturation for higher deviations. If there are too
many dimensions to display at once, only the dimensions are shown,
in which the sample deviates most. An individual sample can also
be compared to other samples by selecting it and hovering over other
samples. A tooltip will appear and visualise the differences.

Analysing groups works similarly. When selecting a group of
samples, density plots for them are shown in the list of dimensions,
comparing the selection to the dataset. A tooltip comparison is
displayed as well. Because there is no single value for the dimensions,
the means are used instead. The graphical representation also takes
this into account, showing a density plot instead of a bar. As shown
in Figure 3, groupings can also be compared to each other, displaying
density plots for each of them. The methods for comparing samples
and groups work together, making it possible to compare a sample to
multiple clusters to e.g. find out which of them it should belong to.

4.4 Analysing dimensions

It is important to be able to quickly reference original dimensions
when analysing a dimensionality-reduced projection. Two things
matter in this regard: the spatial distribution of values in the projection
to account for clustering of the data, and the distribution of values in
the dimension itself to see how elements compare to other elements

Fig. 3. After selecting one group of samples, hovering over another
group shows a tooltip that compares these groups (here selections).

within an individual dimension. For this purpose the interface features
dynamic heatmaps in the projection and density plots in the sidebar.

4.4.1 Heatmaps
Projections created with most dimensionality-reduction techniques,
such as MDS, have no meaningful axes, complicating spatial orien-
tation because dimensional values are distributed nonlinearly. Yet, in
order to assign meaning to clustering and find correlations between
dimensions, it is important to know how those values correspond with
the positioning of the dots. (For some techniques, such as PCA,
the contribution of each original dimension can be mapped to the
projected dimensions. It would then be possible to display this as a
biplot, creating meaningful axes.)

One solution is to use a glyph plot, with the dots themselves being
used to represent an additional dimension, for example by varying
their size according to the values. This technique is available in the
prototype and can be used to visualise a dimension spatially. Where
dot size can only show the value distribution for the actual samples,
the projection space can also be used to answer a more theoretical
question: what values would a fictive sample have to have to be
projected to a certain spot? Or, phrased differently: what are the
interpolated values for the projection space? We used a heatmap to
try to answer this question.

Fig. 4. Hovering over a dimension in the sidebar displays its distribution
as a heatmap in the projection on the left.

The heatmap is a grid of cells each representing the value for a
certain dimension at its position, with higher values being darker.
Brightness is used to avoid confusion with the group colours. This
allows to visually assess the value distribution for a given dimension,
with smooth transitions between zones. All heatmaps are also shown
as thumbnails in the list of dimensions, and on the projection itself

Heatmap from Dimension Hover
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Fig. 5. Comparing an individual sample with a class from the well-known Iris flower data set. In addition to the distribution of dimensions of the
class and the value of the sample, the visualization also indicates sample-centric distortions using grey and white halos.

when hovering a dimension in the list (see Figure 4). This allows both
for an overview to spot dimensions with interesting patterns, and for a
more detailed view together with the dots.

The grid is constructed by dividing up the projection space into a
number of cells, with their size based on the mean of distances for
the closest three points from each point. A minimum value is used to
prevent the grid from getting too small to be useful, and calculations
taking too long.

The values for each grid cell are calculated by averaging the values
of the points in the cell, or, if there are none, the three closest points
for the cell, weighting them according to their distances from the cell.
This ensures smooth transitions over large gaps in the projection space,
while being responsive to abrupt changes at the same time.

4.4.2 Density plots

While the heatmaps show how the values are spatially distributed in
the projection space, kernel density plots in the list of dimensions
show their value distributions. In the prototype, currently the plots
are generated roughly equivalent to R’s bw.nrd0 function which uses
Silverman’s ‘rule of thumb’ [24, p. 48]. Percentiles are indicated on
the density plots to support the visual assessment. Used together with
brushing and linking, it is possible to assess how a sample, or a group
of samples, relates to the whole dataset.

Markers or sub-plots for selected elements are shown on the density
plots in the list of dimensions, providing dynamic highlights of sam-
ples being examined (see Figure 5, lower right). Additional markers
display the dimensional values mouse position in the projection space,
based on the calculations done for the heatmap, making it possible to
gradually track value progressions for multiple dimensions.

4.5 Examining projection errors

Besides exploring the distribution of samples and dimensions, the
visualization environment allows for the integrated examination of
projection errors by providing per-sample halos, distance corrections,
and a dendrogram.

4.5.1 Error halos
The cumulative distance error for each point is displayed as a halo
around the dot, with the radius corresponding to the relative amount of
error and the value indicating the direction of the error (see Figure 6).
This is intended to help the user visually understand the quality of
the projection and find potentially unreliable spots. Hovering over a
dot shows the errors in relation to the hovered point, to check if the
distances between certain points are correct or just projection artefacts,
and learn which points should be closer together or further apart.

Halos were chosen because their visual properties are a good match
for the properties of the error they represent. The error does not belong
to the sample, but to the projection, and as such should be displayed
by the projection. A halo is clearly connected to the dot, but also part
of the projection. Size was chosen as a very intuitive metric to display
the amount of error, with points with a large error standing out easily.

The brightness of the halo displays the direction of the error. If
the other points are farther away in the projection than in the high-
dimensional space, the halo is white; if they are too close in the
projection, the halo is dark. White was chosen for points that should
be nearer because it stands out more, and while using the prototype
ourselves, we often ended up looking for ‘similar’ samples.

Size and brightness were chosen over colour or shape, as using
colour would have clashed with the colouring of the dots, and different
shapes were not as glanceable as changes in brightness.

4.5.2 Distance correction
After examining the approximation errors, the viewer might decide
that the errors of a certain point warrant more attention. They can then
visualize them by selecting to view the high-dimensional distances
between the selected point and all others. This removes all projection
errors when it comes to distance, but for the selected sample only.

The new, corrected positions for each point are calculated by taking
the vector between the selected and the other point and multiplying it
by the distance error ratio between the two. The angle between them is
kept as is. As a result, the other point moves directly towards or away
from the specified point, correcting the distance.

Showing Error via Sample-centric Halos
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Fig. 6. Halos represent the cumulative error for the respective samples.
White indicates that a majority of samples is more similar than indicated
by their distance to the given sample; grey indicates the opposite.

The paths travelled by the points are shown as lines, leading from
the points’ original positions in the projection to the new, corrected
positions (see Figure 8). This connects them to their original positions
in the projection, and displays the size of the distance error at the same
time. Resembling the brightness encoding of the halos, the brightness
of the lines indicates whether they’ve moved closer or farther away.

A problem with this solution is that it introduces new distortions in
the spatial relationship between all other points. Only the distances
directly between the selected point and the other points are reliable,
whereas all the other distances are distorted, and the new positioning
might lead to wrong assumptions about potential clusterings. To
mitigate this problem, the correction paths are shown.

Another solution would be to recompute the projection while
preserving the distances from and to the selected point and being
more generous with distance errors among the remaining points. This
would somewhat reduce the introduced distortions. However, in
a recomputed projection, the positions of the points might change
significantly, most likely leading to completely different positions for
all points, possibly confusing the observer even if an animation is used.

Fig. 7. Dendrograms mapped onto the projection. Left: projection with
low projection error. Right: high projection error.

4.5.3 Dendrogram
In addition to the visualization of errors and corrections, a dendrogram
can visualize the samples with regard to their position in the clus-
tering hierarchy. Such a dendrogram (using the same agglomerative
algorithm as the clusters) overlaid onto the projection may also help

Fig. 8. Projection errors are corrected for the selected sample in orange;
grey traces indicate that samples are more different in high-dimensional
space, while white traces indicate a higher level of similarity.

to visualise high-dimensional distances on the projection space [25].
It graphically emphasises clusters by connecting close dots through
dense lines. Interestingly, the dendrogram is a surprisingly good
indicator of goodness of fit: if many thick, long lines intersect, it is
likely that the projection is of low quality.

5 EXAMPLE: OECD COUNTRIES

To illustrate the functionality of the interface we visualize the dataset
of OECD countries in the prototype (see Figure 9). The dataset
contains 8 dimensions for 36 countries2. First, the viewer is drawn
to the projection and notices Turkey that seems to be a clear outlier,
far away from all other countries. To explore why this is, the viewer
can examine this sample by hovering over it. A tooltip relating Turkey
to the rest of the dataset appears, showing that it deviates strongly from
the mean in nearly every dimension. This indicates the positioning as
outlier is probably correct.

To test this assumption and build up trust in the visualization,
the viewer selects ‘correct distances’, showing the high-dimensional
distances between Turkey and the other countries. This reveals that
Turkey should be even farther apart from several of the other countries.
Having confirmed that Turkey is an outlier in this dataset, the viewer
uses the built-in clustering to get a sense of how the countries are
grouped. Playing around with the number of clusters, they notice
that there seem to be seven clusters roughly corresponding to the
geographical and geopolitical placement of the countries.

Taking a closer look at the positioning of the clustered countries,
they realise that the arrangement seems to roughly correspond to
geographic directions: Northern and Southern countries are roughly
distributed along the vertical axes, East and West along the horizontal.
To find out if or how this correlates with the dimensions, the viewer
first compares the different clusters. Here the differences along the
dimensions are very much pronounced. Interestingly though, life
expectancy is lower in Latin America than Asia, while the self-
reported health is higher for the former than the latter.

After a few more comparisons between the clusters, the viewer
becomes interested in the dimension life satisfaction and turns towards
the heatmaps. They notice that the values for life satisfaction and self-
reported health seem to be higher in the Western countries, whereas the
value for employees working very long hours seems to be especially
high in the countries of the far East and the South.

2http://www.oecdbetterlifeindex.org/

Showing Projection Errors
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User Study & Results
• Types of Questions: 
- How would you try to characterize the type X? 
- In what way are X and Y different in their properties? 
- Are the projections of X and Y correct or do they deviate? How do you 

interpret this? 
- Can you discover which parts of the cluster combinations are A, B, and C? 

• Discussion: 
- Learnability: need more effective mechanisms for grasping the concepts 

behind dimensionality reduction 
- Manipulation: What happens with results? 
- Large data: What about text corpora?

33

[J. Stahnke et al., 2015]
D. Koop, CSCI 627/490, Fall 2022



Focus+Context
• Show everything at once but compress regions that are not the current focus 
- User shouldn't lose sight of the overall picture 
- May involve some aggregation in non-focused regions 
- "Nonliteral navigation" like semantic zooming 

• Elision 
• Superimposition: more directly tied than with layers 
• Distortion
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Embed

Elide Data

Superimpose Layer

Distort Geometry

Reduce

Filter

Aggregate

Embed

Focus+Content Overview
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Elision
• There are a number of examples of elision including in text , DOITrees, … 
• Includes both filtering and aggregation but goal is to give overall view of the 

data 
• In visualization, usually correlated with focus regions
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Degree of Interest Function
• DOI = I(x) - D(x,y) 
- I: interest function 
- D: distance (semantic or spatial) 
- x: location of item 
- y: current focus point (could be more than one) 

• Interactive: y changes
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Elision: DOITrees
• Example: 600,000 node tree 
- Multiple foci (from search results or via user selection) 
- Distance computed topologically (levels, not geometric)
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Superimposition
• Different from layers because this is restricted to a particular region 
- For Focus+Context, superimposition is not global 
- More like overloading 

• Lens may occlude the layer below
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Superimposition with Interactive Lenses
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C. Tominski et al. / A Survey on Interactive Lenses in Visualization

(a) Alteration (b) Suppression (c) Enrichment

Figure 5: Basic lens functions. (a) ChronoLenses [ZCPB11] alter existing content; (b) the Sampling Lens [ED06b] suppresses
content; (c) the extended excentric labeling lens [BRL09] enriches with new content.

needs to be inversely projected from the screen space (V ) to
the model space (VA), in which the geometry and graphical
properties of the visualization are defined. Further inverse
projection to the data space (DT or DS) enables selection at
the level of data entities or data values. For example, with
the ChronoLenses [ZCPB11] from Figure 5(a), the user ba-
sically selects an interval on a time scale. The Local Edge
Lens [TAvHS06] from Figure 7(a) (see two pages ahead) se-
lects a subset of graph edges that pass through the lens and
actually do connect to a graph node within the lens.

So, by appropriate inverse projection of the lens, the selec-
tion s can be made at any stage of the visualization pipeline,
be it a region of pixels at V , a group of 2D or 3D geometric
primitives at VA, a set of data entities at DT , or a range of
values at DS. However, what sounds simple in theory is not
as straight-forward in real visualization applications. Inverse
projection can lead to ambiguities that need to be resolved
to properly identify the selected entities. Assigning unique
identifiers to data items and maintaining them throughout
the visualization process as well as employing the concept
of half-spaces can help in this regard [TFS08].

The Lens Function The lens function creates the intended
lens effect. Just as any function, so is the lens function char-
acterized by the input it operates on and the output it gener-
ates. Clearly, the selection s is input to the lens function. The
lens function further depends on parameters that control the
lens effect. Possible parameters are as diverse as there are
lens functions. A magnification lens, for example, may ex-
pose the magnification factor as a parameter. A filtering lens
may be parameterized by thresholds to control the amount
of data to be filtered out. Parameters such as these are essen-
tial to the effect generated with a lens. Additional parame-
ters may be available to further fine-tune the lens function.
For example, the alpha value used for dimming filtered data
could be such an additional parameter.

Given selection and parameters, the processing of the lens
function typically involves only a subset of the stages of the

visualization transformation. For example, when the selec-
tion is defined on pixels, the lens function usually manip-
ulates these pixels exclusively at the view stage V . On the
other hand, selecting values directly from the data source
DS opens up the possibility to process the selected values
differently throughout all stages of the pipeline.

The output generated by the lens function will typically be
an alternative visual representation. From a conceptual point
of view, a lens function can alter existing content, suppress
irrelevant content, or enrich with new content, or perform
combinations thereof. Figure 5 illustrates the different op-
tions. For example, ChronoLenses [ZCPB11] transform time
series data on-the-fly, that is, they alter existing content. The
Sampling Lens [ED06b] suppresses data items to de-clutter
the visualization underneath the lens. The extended excen-
tric labeling [BRL09] is an example for a lens that enriches
a visualization, in this case with textual labels.

The Join ./ Finally, the result obtained via the lens func-
tion has to be joined with the base visualization to create the
necessary visual feedback. A primary goal is to realize the
join so that it is easy for the user to understand how the view
seen through the lens relates to the base visualization. In a
narrow sense of a lens, the result generated by the lens func-
tion will replace the content in the lens interior as shown for
ChronoLenses [ZCPB11] and the SamplingLens [ED06b] in
Figures 5(a) and 5(b). For many other lenses the visual effect
manifests exclusively in the lens interior.

When the join is realized at earlier stages of the visu-
alization pipeline, the visual effect is often less confined.
For example, the Layout Lens [TAS09] adjusts the position
of a subset of graph nodes to create a local neighborhood
overview as shown in Figure 6(a). Yet, relocating nodes im-
plies that their incident edges take different routes, which in
turn introduces some (limited) visual change into the base
visualization as well. In a most relaxed sense of a lens, the
result of the lens function can even be shown separately. The
time lens [TSAA12] depicted in Figure 6(b) is an example

c� The Eurographics Association 2014.
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(a) Alteration (b) Suppression (c) Enrichment

Figure 5: Basic lens functions. (a) ChronoLenses [ZCPB11] alter existing content; (b) the Sampling Lens [ED06b] suppresses
content; (c) the extended excentric labeling lens [BRL09] enriches with new content.

needs to be inversely projected from the screen space (V ) to
the model space (VA), in which the geometry and graphical
properties of the visualization are defined. Further inverse
projection to the data space (DT or DS) enables selection at
the level of data entities or data values. For example, with
the ChronoLenses [ZCPB11] from Figure 5(a), the user ba-
sically selects an interval on a time scale. The Local Edge
Lens [TAvHS06] from Figure 7(a) (see two pages ahead) se-
lects a subset of graph edges that pass through the lens and
actually do connect to a graph node within the lens.

So, by appropriate inverse projection of the lens, the selec-
tion s can be made at any stage of the visualization pipeline,
be it a region of pixels at V , a group of 2D or 3D geometric
primitives at VA, a set of data entities at DT , or a range of
values at DS. However, what sounds simple in theory is not
as straight-forward in real visualization applications. Inverse
projection can lead to ambiguities that need to be resolved
to properly identify the selected entities. Assigning unique
identifiers to data items and maintaining them throughout
the visualization process as well as employing the concept
of half-spaces can help in this regard [TFS08].

The Lens Function The lens function creates the intended
lens effect. Just as any function, so is the lens function char-
acterized by the input it operates on and the output it gener-
ates. Clearly, the selection s is input to the lens function. The
lens function further depends on parameters that control the
lens effect. Possible parameters are as diverse as there are
lens functions. A magnification lens, for example, may ex-
pose the magnification factor as a parameter. A filtering lens
may be parameterized by thresholds to control the amount
of data to be filtered out. Parameters such as these are essen-
tial to the effect generated with a lens. Additional parame-
ters may be available to further fine-tune the lens function.
For example, the alpha value used for dimming filtered data
could be such an additional parameter.

Given selection and parameters, the processing of the lens
function typically involves only a subset of the stages of the

visualization transformation. For example, when the selec-
tion is defined on pixels, the lens function usually manip-
ulates these pixels exclusively at the view stage V . On the
other hand, selecting values directly from the data source
DS opens up the possibility to process the selected values
differently throughout all stages of the pipeline.

The output generated by the lens function will typically be
an alternative visual representation. From a conceptual point
of view, a lens function can alter existing content, suppress
irrelevant content, or enrich with new content, or perform
combinations thereof. Figure 5 illustrates the different op-
tions. For example, ChronoLenses [ZCPB11] transform time
series data on-the-fly, that is, they alter existing content. The
Sampling Lens [ED06b] suppresses data items to de-clutter
the visualization underneath the lens. The extended excen-
tric labeling [BRL09] is an example for a lens that enriches
a visualization, in this case with textual labels.

The Join ./ Finally, the result obtained via the lens func-
tion has to be joined with the base visualization to create the
necessary visual feedback. A primary goal is to realize the
join so that it is easy for the user to understand how the view
seen through the lens relates to the base visualization. In a
narrow sense of a lens, the result generated by the lens func-
tion will replace the content in the lens interior as shown for
ChronoLenses [ZCPB11] and the SamplingLens [ED06b] in
Figures 5(a) and 5(b). For many other lenses the visual effect
manifests exclusively in the lens interior.

When the join is realized at earlier stages of the visu-
alization pipeline, the visual effect is often less confined.
For example, the Layout Lens [TAS09] adjusts the position
of a subset of graph nodes to create a local neighborhood
overview as shown in Figure 6(a). Yet, relocating nodes im-
plies that their incident edges take different routes, which in
turn introduces some (limited) visual change into the base
visualization as well. In a most relaxed sense of a lens, the
result of the lens function can even be shown separately. The
time lens [TSAA12] depicted in Figure 6(b) is an example

c� The Eurographics Association 2014.



June 21, 2012 / Mike Bostock

Fisheye Distortion

It can be difficult to observe micro and macro features simultaneously with complex graphs. If you
zoom in for detail, the graph is too big to view in its entirety. If you zoom out to see the overall
structure, small details are lost. Focus + context techniques allow interactive exploration of an area

Mouseover to distort the nodes.

Distortion
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Distortion Choices
• How many focus regions? One or Multiple 
• Shape of the focus? 
- Radial 
- Rectangular 
- Other 

• Extent of the focus 
- Constrained similar to magic lenses 
- Entire view changes 

• Type of interaction: Geometric, moveable lenses, rubber sheet
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Overplotting
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Cartesian Distortion
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Cartesian Distortion
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(a) (b)

Figure 3. LiveRAC shows a full day of system management time-series data using a reorderable matrix of area-aware

charts. Over 4000 devices are shown in rows, with 11 columns representing groups of monitored parameters. (a): The

user has sorted by the maximum value in the CPU column. The first several dozen rows have been stretched to show

sparklines for the devices, with the top 13 enlarged enough to display text labels. The time period of business hours

has been selected, showing the increase in the In pkts parameter for many devices. (b): The top three rows have been

further enlarged to show fully detailed charts in the CPU column and partially detailed ones in Swap and two other

columns. The time marker (vertical black line on each chart) indicates the start of anomalous activity in several of

spire’s parameters. Below the labeled rows, we see many blocks at the lowest semantic zoom level, and further below

we see a compressed region of highly saturated blocks that aggregate information from many charts.

as the minimum, maximum, or average of the time-series.
Rows can be sorted by device names or metadata such as lo-
cation, customer, or other groupings. Columns can also be
reordered by the user.

Principle: multiple views are most effective when coor-

dinated through explicit linking. The principle of linked
views [15] is that explicit coordination between views en-
hances their value. In LiveRAC, as the user moves the cur-
sor within a chart, the same point in time is marked in all
charts with a vertical line. Similarly, selecting a time seg-
ment in one chart shows a mark in all of them. This tech-
nique allows direct comparison between parameter values
at the same time on different charts. In addition, people can
easily correlate times between large charts with detailed axis
labels, and smaller, more concise charts.

Assertion: showing several levels of detail simultane-

ously provides useful high information density in con-

text. Several technique choices are based on this assertion.
First, LiveRAC uses stretch and squish navigation, where
expanding one or many regions compresses the rest of the
view [11, 17]. The accompanying video shows the look and
feel of this navigation technique. The stretching and squish-
ing operates on rectangular regions, so expanding a single
chart also magnifies the entire row for the device it repre-
sents, and the entire column for the parameters that it shows.
The edges of the display are fixed so that all cells remain
within the visible area, as opposed to conventional zoom-
ing where some regions are pushed off-screen. There are
rapid navigation shortcuts to zoom a single cell, a column,

an aggregated group of devices, the results of a search, or to
zoom out to an overview. Users can also directly drag grid
lines or resize freely drawn on-screen rectangles. Naviga-
tion shortcuts can also be created for any arbitrary grouping,
whose cells do not need to be contiguous. This interaction
mechanism affords multiple focus regions, supporting mul-
tiple levels of detail.

Second, charts in LiveRAC dynamically adapt to show vi-
sual representations adapted in each cell to the available
screen space. This technique, called semantic zooming [13],
allows a hierarchy of representations for a group of device-
parameter time-series. In Figure 3, the largest charts have
multiple overlaid curves and detailed axis and legend labels.
Smaller charts show fewer curves and less labeling, and at
smaller sizes only one curve is shown as a sparkline [24].
On each curve, the maximum value over the displayed time
period is indicated with a red dot, the minimum with a blue
dot, and the current value with a green one. All representa-
tion levels color code the background rectangle according to
dynamically changeable thresholds of the minimum, maxi-
mum, or average values of the parameters within the current
time window. The smallest view is a simple block, where
this color coding is the only information shown.

Third, aggregation techniques achieve visual scalability by
ensuring dense regions show meaningful visual representa-
tions. Given our target scale of dozens of parameters and
thousands of devices, the size of the matrix could easily sur-
pass 100,000 cells. Stretch and squish navigation allows
users to quickly create a mosaic with cells of many differ-

Stretch and Squish Navigation
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3 Fisheye Interfaces in Programming

The concerns we discuss in this paper emerged in the design and evaluation of
fisheye interfaces that aim to support programming [21,23]. With the specific goal
of helping programmers navigate and understand source code, we have integrated
a fisheye view in the Java editor in Eclipse, an open source development platform.
Basically, the fisheye view works by assigning a degree of interest (DOI) to each
program line based on its a priori importance and its relation to the user’s
current focus in the file. Then, lines with a DOI below a certain threshold are
diminished or hidden, resulting in a view that contains both details and context.

Below, we discuss the fisheye interface design used in an initial controlled
experiment [21], and the design used in a later field study [23], arguing for the
changes made to the initial design.

Fig. 2. The fisheye interface initially studied [21] contains an overview of the entire
document shown to the right of the detail view of source code. The detail view is
divided into a focus area and a context area (with pale yellow background color) that
uses a fixed amount of space above and below the focus area. In the context area,
program lines that are less relevant given the focus point are diminished or hidden.

Fisheye Distortion in Programming
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Fig. 3. The fisheye interface evolved for use in a field study [23]. Less interesting lines
are hidden in the context area by using a magnification factor of 0. However, all lines
with a degree of interest above a given threshold are included in the context area. In the
example shown here, the bottom context area contains more lines than can be shown
simultaneously. The context can be scrolled to view lines that are not initially shown.

scrolled. The motivation for this change is that all the lines may be important to
the user. This design thus aims to guarantee users that the context area contains
all the lines they expect to find (e.g., all the occurrences of a variable the user
has selected).

3.3 Findings from User Studies

Overall, the results from our studies attest to the usefulness of fisheye interfaces
to programmers. Participants in a controlled experiment preferred the fisheye in-
terface to a linear source code interface [21]. Participants in a field study adopted
and used the fisheye interface regularly and across different activities in their own
work for several weeks [23]. The fisheye interface does not seem useful in all tasks
and activities, however. Participants in the experiment completed tasks signifi-
cantly faster using the fisheye interface, a difference of 10% in average completion
time, but differences were only found for some task types. Although the results
indicate usability issues, they also suggest that some tasks were less well sup-
ported by the fisheye interface. In addition, data from the field study showed
periods where programmers did not use the fisheye interface, and debugging and
writing new code were mentioned as activities for which the fisheye interface was
not useful.

Distortion vs. Hide
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Research Questions
• Is a priori importance useful (and for what)? 
• What does the user focus on? 
- predictability of view changes when focus changes 
- how direct user control is 
- task & context 

• What interesting information should be displayed 
- degree of interest function may produce varied result sizes 

• Do fisheye views integrate or disintegrate? 
- interference with other interactions; allow on-demand use? 

• Are fisheye views suitable for large displays?
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Distortion Concerns
• Distance and length judgments are harder 
- Example: Mac OS X Dock with Magnification 
- Spatial position of items changes as the focus changes 

• Node-link diagrams not an issue… why? 
• Users have to be made aware of distortion 
- Back to scatterplot with distortion example 
- Lenses or shading give clues to users 

• Object constancy: understanding when two views show the same object 
- What happens under distortion? 
- 3D Perspective is distortion… but we are well-trained for that 

• Think about what is being shown (filtering) and method (fisheye)
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