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Expressiveness and Effectiveness
• Expressiveness Principle: all data from the dataset and nothing more should 

be shown 
- Do encode ordered data in an ordered fashion 
- Don’t encode categorical data in a way that implies an ordering 

• Effectiveness Principle: the most important attributes should be the most 
salient 

- Saliency: how noticeable something is 
- How do the channels we have discussed measure up?
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Magnitude Channels: Ordered Attributes Identity Channels: Categorical Attributes
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Channels: Expressiveness Types and E!ectiveness RanksRanking Channels by Effectiveness
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How was this determined?
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Positions

Rectangular 
areas 

(aligned or in a 
treemap)

Angles

Circular 
areas

Cleveland & McGill’s  Results

Crowdsourced Results

1.0 3.01.5 2.52.0
Log Error

1.0 3.01.5 2.52.0
Log Error

Perception Studies Summary
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Separable or Integral?
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Separable or Integral?
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Relative vs. Absolute Judgments
• Weber’s Law: 
- We judge based on relative not absolute differences 
- The amount of perceived difference is relative to the object’s magnitude!
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Luminance Perception
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Luminance Perception
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Assignment 3
• Same visualization 
• Different tools 
- Tableau (Public or Desktop) 
- Observable Plot 
- D3
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https://faculty.cs.niu.edu/~dakoop/cs627-2022fa/assignment3.html


Tableau Example
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https://public.tableau.com/app/profile/david.koop/viz/ProduceCS627/Sheet1#1


Observable Plot Example
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https://observablehq.com/d/7fefa35988ba9ecc


Tables
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Tables

Attributes (columns)

Items 
(rows)

Cell containing value

Networks

Link

Node 
(item)

Trees

Fields (Continuous)

Attributes (columns)

Value in cell

Cell

Multidimensional Table

Value in cell

Grid of positions

Geometry (Spatial)

Position

Dataset Types

Visualization of Tables
• Items and attributes 
• For now, attributes are not known to be 

positions 
• Keys and values 
- key is an independent attribute that is 

unique and identifies item 
- value tells some aspect of an item 

• Keys: categorical/ordinal 
• Values: categorical/ordinal/quantitative 
• Levels: unique values of categorical or 

ordered attributes
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Arrange Tables

Express Values

Separate, Order, Align Regions

Axis Orientation

Layout Density

Dense Space-Filling

Separate Order Align

1 Key 2  Keys 3 Keys Many Keys
List Recursive SubdivisionVolumeMatrix

Rectilinear Parallel Radial

Arrange Tables
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Arrange Tables

Express Values

Separate, Order, Align Regions

Axis Orientation

Layout Density

Dense Space-Filling

Separate Order Align

1 Key 2  Keys 3 Keys Many Keys
List Recursive SubdivisionVolumeMatrix

Rectilinear Parallel Radial
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Express Values: Scatterplots
• Data: two quantitative values 
• Task: find trends, clusters, outliers 
• How: marks at spatial position in horizontal 

and vertical directions 

• Correlation: dependence between two 
attributes 

- Positive and negative correlation 
- Indicated by lines 

• Coordinate system (axes) and labels are 
important!
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variability decreases with sample size. But on the log-log scale, Figure 2(b), there is a clear
pattern. This is particularly easy to see the pattern when we add the line of best fit from a
robust linear model.

R> ggplot(data = devi, aes(x = n, y = dist) + geom_point()

R>

R> last_plot() +

R> scale_x_log10() +

R> scale_y_log10() +

R> geom_smooth(method = "rlm", se = F)
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(a) Linear scales
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Figure 2: (a) Plot of n vs deviation. Variability of deviation is dominated by sample size: small
samples have large variability. (b) Log-log plot makes it easy to see the pattern of variation as well as
unusually high values. The blue line is a robust line of best fit.

We are interested in points that have high y-values, relative to their x-neighbours. Controlling
for the number of deaths, these points represent the diseases which depart the most from the
overall pattern.

To find these unusual points, we fit a robust linear model and plot the residuals, Figure 3.
The plot shows an empty region around a residual of 1.5. So somewhat arbitrarily, we’ll select
those diseases with a residual greater than 1.5. We do this in two steps: first, we select the
appropriate rows from devi (one row per disease), and then we find the matching temporal
course information from the original summary dataset (24 rows per disease).

R> devi$resid <- resid(rlm(log(dist) ~ log(n), data = devi))

R> unusual <- subset(devi, resid > 1.5)

R> hod_unusual <- match_df(hod2, unusual)

Coordinate Systems
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variability decreases with sample size. But on the log-log scale, Figure 2(b), there is a clear
pattern. This is particularly easy to see the pattern when we add the line of best fit from a
robust linear model.

R> ggplot(data = devi, aes(x = n, y = dist) + geom_point()

R>

R> last_plot() +

R> scale_x_log10() +

R> scale_y_log10() +

R> geom_smooth(method = "rlm", se = F)
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(a) Linear scales
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Figure 2: (a) Plot of n vs deviation. Variability of deviation is dominated by sample size: small
samples have large variability. (b) Log-log plot makes it easy to see the pattern of variation as well as
unusually high values. The blue line is a robust line of best fit.

We are interested in points that have high y-values, relative to their x-neighbours. Controlling
for the number of deaths, these points represent the diseases which depart the most from the
overall pattern.

To find these unusual points, we fit a robust linear model and plot the residuals, Figure 3.
The plot shows an empty region around a residual of 1.5. So somewhat arbitrarily, we’ll select
those diseases with a residual greater than 1.5. We do this in two steps: first, we select the
appropriate rows from devi (one row per disease), and then we find the matching temporal
course information from the original summary dataset (24 rows per disease).

R> devi$resid <- resid(rlm(log(dist) ~ log(n), data = devi))

R> unusual <- subset(devi, resid > 1.5)

R> hod_unusual <- match_df(hod2, unusual)

Coordinate Systems
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variability decreases with sample size. But on the log-log scale, Figure 2(b), there is a clear
pattern. This is particularly easy to see the pattern when we add the line of best fit from a
robust linear model.

R> ggplot(data = devi, aes(x = n, y = dist) + geom_point()

R>

R> last_plot() +

R> scale_x_log10() +

R> scale_y_log10() +

R> geom_smooth(method = "rlm", se = F)
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(b) Log scales

Figure 2: (a) Plot of n vs deviation. Variability of deviation is dominated by sample size: small
samples have large variability. (b) Log-log plot makes it easy to see the pattern of variation as well as
unusually high values. The blue line is a robust line of best fit.

We are interested in points that have high y-values, relative to their x-neighbours. Controlling
for the number of deaths, these points represent the diseases which depart the most from the
overall pattern.

To find these unusual points, we fit a robust linear model and plot the residuals, Figure 3.
The plot shows an empty region around a residual of 1.5. So somewhat arbitrarily, we’ll select
those diseases with a residual greater than 1.5. We do this in two steps: first, we select the
appropriate rows from devi (one row per disease), and then we find the matching temporal
course information from the original summary dataset (24 rows per disease).

R> devi$resid <- resid(rlm(log(dist) ~ log(n), data = devi))

R> unusual <- subset(devi, resid > 1.5)

R> hod_unusual <- match_df(hod2, unusual)

[Wickham, 2014]
D. Koop, CSCI 627/490, Fall 2022
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[Gapminder, Wealth & Health of Nations]
D. Koop, CSCI 627/490, Fall 2022

https://www.gapminder.org/tools/#_chart-type=bubbles


Scatterplot
• Data: two quantitative values 
• Task: find trends, clusters, outliers 
• How: marks at spatial position in horizontal and vertical directions 
• Scalability: hundreds of items 

• "Ranking Visualizations of Correlation Using Weber’s Law", 2014: 
- Correlation perception can be modeled via Weber’s Law 
- Scatterplots are one of the best visualizations for both positive and negative 

correlation 
- Further analysis: M. Kay and J. Heer, "Beyond Weber's Law", 2015

19D. Koop, CSCI 627/490, Fall 2022

http://www.cs.tufts.edu/~remco/publications/2014/InfoVis2014-JND.pdf
https://idl.cs.washington.edu/files/2015-BeyondWebersLaw-InfoVis.pdf


Separate, Order, and Align: Categorical Regions
• Categorical: =, != 
• Spatial position can be used for categorical attributes 
• Use regions, distinct contiguous bounded areas, to encode categorical 

attributes 
• Three operations on the regions: 
- Separate (use categorical attribute) 
- Align 
- Order 

• Alignment and order can use same or different attribute

20D. Koop, CSCI 627/490, Fall 2022

(use some other ordered attribute)



List Alignment: Bar Charts
• Data: one quantitative attribute, one 

categorical attribute 
• Task: lookup & compare values 
• How: line marks, vertical position 

(quantitative), horizontal position (categorical) 
• What about length? 
• Ordering criteria: alphabetical or using 

quantitative attribute 
• Scalability: distinguishability 
- bars at least one pixel wide 
- hundreds

21

[Munzner (ill. Maguire), 2014]
D. Koop, CSCI 627/490, Fall 2022
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[Stacked Bar Chart, M. Bostock, 2017]
D. Koop, CSCI 627/490, Fall 2022

https://bl.ocks.org/mbostock/3886208
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[Grouped Bar Chart, M. Bostock, 2017]
D. Koop, CSCI 627/490, Fall 2022

http://bl.ocks.org/mbostock/3887051


Stacked Bar Charts
• Data: multidimensional table: one quantitative, two categorical 
• Task: lookup values, part-to-whole relationship, trends 
• How: line marks: position (both horizontal & vertical), subcomponent line 

marks: length, color 
• Scalability: main axis (hundreds like bar chart), bar classes (<12) 

• Orientation: vertical or horizontal (swap how horizontal and vertical position 
are used.

24D. Koop, CSCI 627/490, Fall 2022



than 6,000 data sets at once. While the layout method of the Name-
Voyager was not novel—it used a standard stacked graph layout, 
with some level-of-detail calculations—the popular response to the 
applet suggested that stacked graphs have the ability to engage mass 
audiences.

A follow-up design to the NameVoyager, described in [20], 
showed hierarchical time series. That is, it used interactivity and 
color to display time series that were arranged into categories and 
subcategories. In the Many Eyes system [17], this technique was 
made broadly available on the web.

A final related work is the Revisionist [7] visualization of changes 
in source code over time. While not technically a stacked graph, the 
geometry is related since each line of code is represented by a curved 
stripe. Revisionist minimizes visual distortion by having a curved 
baseline that allows the visualization to roughly align identical lines 
of code between releases.

3 LAST.FM AND THE NEW YORK TIMES

3.1 Listening History - Last.fm

Listening History was created by the first author for a class 
project at Carnegie Mellon University. The six-week assignment was 
to collect and display a data set in an interesting and novel way. As 
described in the introduction, Listening History [4] visualizes trends 
in an individual’s music listening, as derived from data in the last.
fm service. The x-axis represents time and each stripe represents an 
artist. The thickness of a stripe shows the number of times that songs 
from the artist were listened to in a given week. The color, as detailed 
in section 5, encodes two dimensions: the saturation is determined by 
the overall number of times an artist is listened, and the hue is related 
to the earliest date at which one of the artist’s songs were heard.

A critical design goal for this visualization was to create a graphic 
that did not look scientific or mathematical, but rather felt organic 
and emotionally pleasing. In section 5 we will see that, ironically, 
achieving this goal relied on significant computation. A side effect 
of the algorithm is the signature asymmetry between the top and 
bottom curves which form the organic shape and, as discussed later, 
minimizes internal distortion.

At the end of the course, a few large-scale posters, some over 12 
feet long, were printed as holiday gifts. The reaction of the recipients 
provides evidence, if anecdotal, that the graphic succeeded in elicit-
ing strong emotional reactions when people saw their own listening 
history. People often remarked at the ability to see critical life events 
reflected in their music listening habits.

One pointed to the beginning and end of three separate relation-
ships, and how his listening trends changed dramatically. Another 
noted the moment when her dog had died, and the resulting impact 
on the next month of listening. A third pointed out his dramatic differ-
ences between summer and winter listening trends. As in the Themail 
system of Viégas et al. [18], the visualization of historical and per-
sonal data seemed effective at eliciting reflective storytelling. 

After Listening History was made public, there was high 
demand for personalized versions of these graphics by other last.fm 
members. In fact this demand was so strong that a number of imita-
tors emerged, including Maya’s Extra Stats [12] and Godwin’s Last 
Graph [13] Interestingly, these services and other imitators use the 
simpler ThemeRiver layout and a simpler color scheme.

The popularity of these imitators (Last Graph has created visu-
alizations for more than 24,000 users) suggests the hypothesis that 
stacked graphs have an ability to communicate large amounts of data 
to the general public in an intriguing and satisfactory way.

3.2 New York Times - Box Office Revenue

The Box Office Revenue graph, created by the first author and the 
graphics department of the Times [2,6] highlighted the dichotomy 
between box office hits and Oscar nominations, discussed in the orig-
inal article. The printed graphic ran vertically to best use the avail-
able space, time running top to bottom; the online version ran left 
to right. To allow a quick reading of the graph, coloring was much 
simpler than in Listening History: a discrete palette signified ranges 
of overall revenue. Furthermore, stroke lines were added because of 
issues with print registration.

The online response to these graphics was intense and rapid. 
Many blogs and social websites featured long lists of comments dis-
cussing data-points shown in the graph. As with the NameVoyager, 
blog posters and their commenters engaged in a social style of data 
analysis and critique of the new visual form. What follows are anec-
dotes discussing these visualizations, which provide a rough sense of 
the breadth and intensity of the online response.

Individual bloggers often found particular discoveries and pointed 
them out to their readers. For example, one said:

C1: note the double spike on ‘Harry Potter an the Order of the 
Phoenix’. And the long hump on ‘Alvin and the Chipmunks’. 
‘Juno’ also has an interesting curve as it did almost nothing for 
a month before popping out later in it’s run. Though that may be 
because it was released in just enough theaters to become Oscars fig 1 – section from Listening History of primary author

fig 2 – films from the summer of 2007

Streamgraphs
• Include a time attribute 
• Data: multidimensional table, one quantitative 

attribute (count), one ordered key attribute 
(time), one categorical key attribute 

• + derived attribute: layer ordering 
(quantitative) 

• Task: analyze trends in time, find (maxmial) 
outliers 

• How: derived position+geometry, length, color 
• Scalability: more categories than stacked bar 

charts
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[Byron and Wattenberg, 2012]
D. Koop, CSCI 627/490, Fall 2022



Streamgraphs
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[Ebb and Flow of Movies, M. Bloch et al., New York Times, 2008]
D. Koop, CSCI 627/490, Fall 2022

http://www.nytimes.com/interactive/2008/02/23/movies/20080223_REVENUE_GRAPHIC.html


Dot and Line Charts
• Data: one quantitative attribute, one ordered 

attribute 
• Task: lookup values, find outliers and trends 
• How: point mark and positions 

• Line Charts: add connection mark (line) 

• Similar to scatterplots but allow ordered 
attribute
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[Munzner (ill. Maguire), 2014]
D. Koop, CSCI 627/490, Fall 2022
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[Adapted from Zacks and Tversky, 1999, Munzner (ill. Maguire), 2014]
D. Koop, CSCI 627/490, Fall 2022

Panda    Lion          Antelope        Lion          Antelope    



Proper Use of Line and Bar Charts
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[Adapted from Zacks and Tversky, 1999, Munzner (ill. Maguire), 2014]
D. Koop, CSCI 627/490, Fall 2022

Panda    Lion          Antelope        Lion      Antelope

• What does the line indicate? 
• Does this make sense?
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